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Department of Electrical & Computer Engineering
University of Waterloo
Waterloo, ON, N2L 3G1
shahab, alireza, khandani@cst.uwaterloo.ca

Abstract

This paper considers the setup of a parallel MIMO relay nétvim which K relays, each equipped
with N antennas, assist the transmitter and the receiver, eadppeguwith A/ antennas, in the half-
duplex mode, under the assumption that> M. This setup has been studied in the literature like in
[1], [2], and [3]. In this paper, a simple scheme, the soechlhcremental Cooperative Beamforming, is
introduced and shown to achieve the capacity of the netwothe asymptotic case df — oo with a
gap no more tha® (m) This result is shown to hold, as long as the power of the setmples as
w (l"gg#) Finally, the asymptotic SNR behavior is studied and it isved that the proposed scheme

achieves the full multiplexing gain, regardless of the nemdif relays.

I. INTRODUCTION
A. Motivation

In recent years, Multiple-input Multiple-output (MIMO) weless systems have received signif-
icant attention. It has been shown that MIMO wireless systhave the ability to simultaneously
enhance the multiplexing gain (degrees of freedom) and itrezdgity (reliability) of the Rayleigh
fading channel [4], [5], [6]. The relay channel, which wasffintroduced by Van-der Meulen in
1971 [7], has been reconsidered in recent years to impravediierage, reliability, and reduce

the interference in the multi-user wireless networks. Thenmdea is to employ some extra
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nodes in the network to aid the transmitter/receiver in segiteceiving the signal to/from the
other end. In this way, the supplementary nodes act as &figatilistributed antennas assisting
the signal transmission and reception.

After some recent information-theoretic results on the MIMoint-to-point Rayleigh fading
channels [4], [5], [6], there has been growing interest udging the impact of MIMO systems
in more complex wireless networks. Some promising resudige been published on MIMO
Multiple-Access and Broadcast channels in [8], [9], [1A]L], and [12]. HowevVer, there are still
only a few results known concerning the MIMO relay netwoiereover, no capacity-achieving
strategy is known for the Gaussian relay channel.

This paper analyzes the performance of a parallel MIMO reletyvork. Our focus is on the
Amplify and Forward (AF) strategy. Not only the AF strategjeos low complexity and delay,

but also it performs well in our setup.

B. History

The classical relay channel was first introduced by Van-deuleh in 1971 [7]. In [7], a node
defined as the relay enhances the transmission of informattween the transmitter and the
receiver. The most important relevant results have beehgheaio by Cover and El Gamal [13].
In [13], two different coding strategies are introduced.the first strategy, originally named
“cooperation”, and later known as “decode-and-forwardF{[the relay decodes the transmitted
message and cooperates with the transmitter to send theageess the next block. In the
second strategy, known as “compress-and-forward” (CE)retay compresses the received signal
and sends it to the receiver. The performance of the DF giratelimited by the quality of
the transmitter-to-relay channel, while CF’s performarmenostly restricted by the quality of
the relay-to-receiver channel [13]. The drawback of usirfg Sfrategy is that it employs no
cooperation between the transmitter and the relay at thevwecside. Hence, the CF strategy
is unable to exploit the power boosting advantage due to ¢herent addition of the signal of
the transmitter and the relay [13].

More recently, several extensions of the relay channel baea considered, e.g. in [14]-[17].
Some of these extensions consider a multiple-relay saemarwhich several nodes relay the
message. The parallel relay channel is a special case of uligl® relay channel in which the

relays transmit their data directly to the receiver. Besideidying the well-known “compress-
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and-forward” and “decode-and-forward” strategies, théhars in [14], [15] have also studied

the “amplify-and-forward” strategy where the relays siynpmplify and transmit their received

data to the receiver. Despite its simplicity, the AF strgtaghieves a good performance. In fact,
[14] shows that AF outperforms other strategies in many &ges. Moreover, [15] proves that

AF achieves the capacity of the Gaussian (single antenma)lglarelay network as the number
of relays increases.

References [1], [2] extend the work of [15] to the MIMO Ragleifading parallel relay
network. Unlike the single antenna parallel relay scenanahis case the AF multipliers are
matrices rather than scalars. Hence, finding the optimum Asfrices becomes challenging.
Reference [1] has proposed a coherent AF scheme, callecthisdffiltering”, and proves that
this scheme follows the capacity of the channel with a conisiap in terms of the number
of relays in the asymptotic case & — oo. They also show that the achievable rate of AF
in parallel MIMO relay network grows linearly with the numbef antennas (reflecting the
multiplexing gain) and grows logarithmically in terms ofetmumber of relays (reflecting the
distributed array gain [1]).

Reference [3] presents a new AF scheme using the QR decamposf the forward and
backward channels in each relay that outperforms the otlres@hemes for practical number

of relays.

C. Contributions and Relation to Previous Works

In this paper, we consider the AF strategy in the parallel [@Ikelay network. The channel
is assumed to be Rayleigh fading and the communication tplee® in the half-duplex mode
(i.e. the relays can not transmit and receive simultangpug¥e propose a new AF protocol
called “Cooperative Beamforming Scheme” (CBS). Consitgtihe uplink channel (from the
transmitter to the relays) as a point-to-point channel, BSGhe relays cooperatively multiply
the channel matrix with its left eigenvector matrix. Hentiee relays act like the spatially
distributed antennas at the equivalent receiver. The @stirg point is that to perform such
an operation, each relay only needs to know its correspgnslito-matrix of the beamforming
matrix. For the outputs to be coherently added at the recend, each relay has to apply zero
forcing beamforming to its corresponding downlink chantee channel from each relay to

the receiver). Here, the interesting result is that the al/ehannel from the transmitter to the
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receiver becomes diagonal and the overall Gaussian nogsentiependent components.

We show that the proposed scheme is optimum in the case afignaagligible noise in the
downlink channel. However, the downlink noise would degrélde system performance when
one of the relays’ downlink channels is ill-conditioned. &ohance the performance of CBS
in general scenarios, this work introduces a variant of CBEed “Incremental Cooperative
Beamforming Scheme” (ICBS). In ICBS, the relays with illnchtioned downlink channels are
turned off. This strategy improves the overall point-tapa@hannel from the transmitter to the
receiver. However, an interference term due to turning sofrie relays off will be included
in the equivalent point-to-point channel.

It is shown that for asymptotically large number of relayse @an simultaneously mitigate the
downlink noise and the interference term due to the turrfécetays. As a result, the achievable
rate of ICBS converges to the capacity of parallel MIMO reteywork with a gap which scales
as O (@) This result is stronger than the result of [1] and [2] in whithey show that
their scheme can asymptoticalli{(— oc) achieve the capacity up t@(1). Also, our numerical
results show that the achievable rate of ICBS convergedlsata the capacity, even for moderate
number of relays. Our results also demonstrate that theeeablie rate of ICBS, the maximum
achievable rate of amplify and forward strategy, the cdpaxdithe parallel MIMO relay network,
and the point-to-point capacity of the uplink channel cageeto each other for asymptotically
large number of relays.

We also show that the same result can be achieved by ICBS,ngsa® the power of the
relays scales as (L log” (K)) *. Finally, by analyzing the asymptotic SNR behavior of the
proposed scheme, it is proved that, unlike the matchedifijescheme of Bcskei-Nabar-Oyman-
Paulraj (BNOP) which results in a zero multiplexing gainy quoposed scheme achieves the
full multiplexing gain, regardless of the number of relays.

The rest of the paper is organized as follows. In sectionhi, ystem model is introduced.
In section Ill, the proposed AF scheme is described. SedWois dedicated to the asymptotic
analysis of the proposed scheme. Simulation results asepied in section V. Finally, section
VI concludes the paper.

1f(n) = w(g(n)) is equivalent tdim,, .. ﬁzg =0
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D. Notation

Throughout the paper, the superscriptd and* stand for matrix operations of transposition,
conjugate transposition, and element-wise conjugatespectively. Capital bold letters represent
matrices, while lowercase bold letters and regular lettepsesent vectors and scalars, respec-
tively. ||v|| denotes the norm of the vecterwhile ||A| represents the frobenius norm of the
matrix A. |A| denotes the determinant of the matéx while ||A ||, represents the maximum
absolute value among the entries Af The notationA' stands for the pseudo inverse of the
matrix A. The notationA < B is equivalent tdB — A is a positive semi-definite matrix. For any
functionsf(n) andg(n), f(n) = O(g(n)) is equivalent tdim,, )% < 00, f(n) =o(g(n))is
equivalent tdim,, % =0, f(n) = Q(g(n)) is equivalent tdim,, % >0, f(n) 2 g(n)
is equivalent tolim,, .. £ > 1, f(n) = w(g(n)) is equivalent tolim, ., {4 = oo, f(n) ~

f(n)

g(n) is equivalent tolim,, % =1 and f(n) = ©(g(n)) is equivalent tolim,, . T =G

where( < ¢ < 0.

1. SYSTEM MODEL

The system model, as in [1], [2], and [3], is a parallel MIMQage network with two-hop
relaying and half-dulplexing between the uplink and dowklichannels. In other words, the data
transmission is performed in two time slots; in the first tishat, the signal is transmitted from
the transmitter to the relays, and in the second time sletrétays transmit data to the receiver.
Note that there is no direct link between the transmitter #redreceiver in this model. The
transmitter and the receiver are equipped withantennas and each of the relays is equipped
with N antennas. Throughout the paper, we assume &hat M. The channel between the
transmitter and the relays and the channel between thesrelagl the receiver are assumed
to be frequency flat block Rayleigh fading. The channel fréma transmitter to théth relay,

1 <k <K, is modeled as
r, = Hyx + ny, (1)

and the downlink channel is modeled as

K
y=> Gty +z, (2)
k=1
where the channel matricdd, and G, are i.i.d. complex Gaussian matrices with zero mean

and unit variancen, ~ CN(0,Iy) andz ~ CN(0,1,,) are Additive White Gaussian Noise
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(AWGN) vectors,r;,, andt, are thekth relay’s received and transmitted signal, respectiaaty
x andy are the transmitter’'s and the receiver’s signal, respelgtiH, and G, are of the sizes
NxM and M x N, respectively (figure 1).

The task of amplify and forward (AF) relaying is to find the mpatF',, for each relay to be
multiplied by its received signal to produce the relay’spuitast, = F,r;. In this way, the
entire source-destination channel is modeled as

K K

k=1 k=1
In addition, the power constraint8[x”x] < P, andE, , [tFt;] < P, must be satisfied for
the transmitted signals of the transmitter and the relagspectively. We assume. = P, = P

throughout the paper, except in Theorem 2, where we studgakeP, < P, = P.

T

I ~——_H

SONE

\
\Gk/t
M . e M

— 1t

antennas ® Rt e antennas
. =t
- k+1 ° ° Gk+1 \t
T
First Hop :  Second Hop

Relays with NV received /transmitted antennas

Fig. 1. A schematics of a parallel MIMO half-duplexing relagtwork

[1l. PROPOSEDMETHOD
A. Cooperative Beamforming Scheme

The equivalent uplink channel can be representetiés= [HY |HZ |- - ~\H§]T. By applying
Singular Value Decomposition (SVD) tH, we haveH = UA:VH, Therefore, the diagonal

matrix A has at most\/ nonzero diagonal entries corresponding to the nonzerakingalues

DRAFT



of H. Consequently, we can rearrange the SVD suchtthé& of size NK x M while V and A
are M x M matrices.U can be partitioned td/ x N sub-matrices a¥/ = [UT|UJ]-- ~|U}}}T
Suppose théth relay multiplies its received signal By#, then passes it through the zero-forcing
matrix Gl, and finally amplifies it with a constant scalarindependent of; equivalently, we

haveF, = aGLU,’j. At the receiver side, we have (figure 2)

K
y = CYEE:(}ktk%—Z

k=1

K

= a) GyG[Ur; +z
k=1

= aUflr 4z

= oU"(Hx+n) +z
= a(AWVix4n,) 42, @)

wheren = [nf|nf]|- |nK} , v = [r]|r]]- |r}F{}T, andn, = Un ~ CN(0,1)). If the

transmitter beamforms its data vector-as- Vx/, the end-to-end channel becomes
y=o(A tn,)+z (5)

Equation (5) shows that the end-to-end channel is diagondlthe noise vector is white
Gaussian. Note that the complexity of the decoder in suchaara#l is linear in terms of the
number of transmitter’'s antennas/, and also there is no interference among different data
streams. In fact, the output signals of the relays not onlyndbinterfere with each other, but
also add constructively at the receiver side. Moreovert asshown in section IV, forv — oo,
the achievable rate of such a scheme converges to the pepaitt capacity of the uplink
channel which is shown to be an upper-bound on the capacitiyeoparallel relay system.

The problem is that the value of is dominated by

P

_ ©)
maxy, Ex pn, [HGLUEQH }

This guarantees that the output power of all relays is leas tr equal toP. However, by
applying (6), the value of could be small in the cases where the downlink channel of &tiyeo

relays is ill conditioned. This means that while the outpoivpr of the worst relay (according
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Rx
tk = aGJ,LUfrk

Fig. 2. Cooperative Beamforming Scheme

to (6)) is equal to the maximum possible value, F&.there may be many relays with the output
power far less tha®. This phenomenon degrades the performance, as in thislwasoinlink

noise,z, would be the dominant noise in (5).

B. Incremental Cooperative Beamforming Scheme (ICBS)

As the number of relays increases, we expect (as shown intgehave smaller values of
« with high probability. In other words, there is a higher cbarof having at least one ill-
conditioned downlink channel among the relays. In this cagecan select a subset of relays
which are in good condition and turn off the rest. In this &atiof CBS, we select a subset of
relays which results in a high value of Defining 3, £ Ex n, )’GLU’erkHz , we activate the
relays which satisfys, < 3, where( is a predefined threshold. In this manner, it is guaranteed
thata > \/% This improvement in the value of is realized at the expense of turning off some
of the relays, creating interference in the equivalent ptwrpoint channel. More precisely, by
defining A = {k|3, > 3}, we have (figure 3)

y:a<<A%—ZU£HkV> x’+ZU£nk> + z. (7)

keA ke A
As (7) shows, by decreasing the valueffone can guarantee a large valuexoihile increasing

the gap of the equivalent channel matrix A . It will be shown in the next section that for
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interference due to relay 2
L H ’
y=al|(Az-U;HyV—-.-|x'+
+U1n1+U§1n3+~~~]+z

Rx

tk- = OéGZUkHI'k
Relay on: (8r < ) (]
Relay off: (8 > 3) ©

Fig. 3. Incremental Cooperative Beamforming Scheme

large number of relays, it is possible to guarantee bothrigasi large value ofv and a small
deviation fromA . Moreover, we show that by appropriately choosing the valug, the rate

of such a scheme would be at m@s{ —.— ) below the corresponding capacity.
log(K)

C. A Note on CSI Assumption

In the BNOP scheme, it is assumed that each relay knows itespmnding forward and
backward channels, i.dd, and G, and at the receiver side, the effective signal power and
the effective interference plus noise power are known f@heantenna. However, in CBS and
ICBS, it is assumed that the transmitter knows the uplinknoe§ i.e.Hq, - - - , Hg, and sends
the N x M matrix U, to thek'th relay, k = 1,--- , K. This assumption is reasonable when the
uplink channel is slow-fading; for example, in the case thattransmitter and all the relay nodes
are fixed. Furthermore, similar to the BNOP scheme, we asshateach relay knows its forward
channel, i.e.G;. In addition, in CBS, it is assumed that the valuecofs set by negotiating
between the relays through sending their corresponding the transmitter. This assumption is
not required in ICBS, as the value @fcan be set as = %, wheref is a predefined threshold.
Finally, in both CBS and ICBS, it is assumed that the receise the perfect knowledge about
the equivalent point-to-point channel from the transmittethe receiver. This information can
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be obtained through sending pilot signals by the transmadteplified and forwarded at the relay
nodes in the same manner as the information signal. In CB&eagquivalent point-to-point
channel is diagonal, this assumption is equivalent to kngwine equivalent signal to noise ratio

at each antenna.

IV. ASYMPTOTIC ANALYSIS

In this section, we consider the asymptotic behavir - oo) of the achievable rate of
ICBS. We show that by properly choosing the valugipthe achievable rate of ICBS converges
rapidly to the capacity (the difference approaches zer©@ éﬁ)g}—m)) The sequence of proof is
as follows. In Lemma 1, we relat®[v > ¢] (the probability that the norm of interference term
defined in equation (7) exceeds a certain threshold)[toc A| (the probability of turning off
a relay) andP[||U.||> > ~] (the probability of having a sub-matrix with a large norm het
unitary matrix obtained from the SVD @f). In Lemma 2, we boun@[||U,||?> > 7]. In Lemma
3, we boundP[k € A]. As a result, in Lemma 4, we show that by properly choosingvtilae
of /3, with high probability, one can simultaneously reduce tfiect of the interference to(K)
and maintain a large value of. In Lemma 5, we show that with high probability, the minimum
singular value o scales a®)(K). Putting Lemmas 4 and 5 together, with high probability, the
ratio of the power of interference to the power of signal apphes zero. Finally, in Theorem 1,
we prove the main result by showing that the achievable fatl€EBS converges to the capacity
of the uplink channel. This is proved using the fact that tapacity of the uplink channel is
an upper-bound on the capacity of parallel MIMO relay netwds a consequence stated in
corollary 1, the achievable rate of ICBS, the achievable aitthe AF protocol, the point-to-
point capacity of the uplink channel, and the capacity of iaeallel MIMO relay network are
asymptotically equal. As another consequence, the difteref the rates scales @(@).

Using the proof of Lemma 4 and Theorem 1, Theorem 2 shows th&bray as the power
of relays behaves aB.(K) = w (£ log” (K)), the same rate is achievable by ICBS. Finally, in
Theorem 3, we study the asymptotic SNR behavior of CBS andSIGid show that, unlike
the matched filtering scheme of BNOP, CBS and its varianteaehthe full multiplexing gain,

regardless of the number of relays.
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Lemma 1 Consider a parallel MIMO relay network witlk” relays using ICBS. We have

MNK?
§

wherev is defined as = ||>°, .4 U,CHHRH2 , and A, and B, are indicator variables defined as

Plv> ¢

IN

(P[Br] +P[Ax]) (8)

A = (k € A) and By, = (||Ug||* > ), respectively.

Proof: Let us defineU, = [U7|k € A]" andH, = [H]|k € A]". We have

Plo>¢] P [|[UZHA|* > ¢]
E [|[UZH.A|’]

® E[HUEHZHHAHQ]
E[HUAlszHHQ]
E[||UAi2]E[||H||2]
MNKE [€||UA||2]

§

Here, Markov inequality is applied to derive inequality. (b) is obtained by applying the norm

INE

(e

N

—
=

(9)

product inequality on matricés(c) results from the fact thatH 4||*> < ||H||?. Finally, equation
(d) follows from the fact that the left unitary matrix, i.€I, resulted from the SVD of an i.i.d.
complex Gaussian matrix, is independent of its singulanevahatrix, i.e.Az , [19], and the fact

that |H||? is a function ofA.

2AssumingA and B two matrices of sizesn x n andn x k, correspondingly, we havgAB|*> < ||A||?||B|/* [18] .
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To upper-bound® [|[U4||?], we have

E[lU4l’] = E

K
ZAk||Uk||2]
k=1

= KE [A4]| U]

[
KE [||UR|[*Ax] P[A]
[
[

[Uk[I* Ak, By] P[Ax, By

E
E
KE
KE

+

UL Ax, Bf] P[Ax, By

INS

K (P[Ay, By] +yP[Ax, By])

—
INe

K (P[By] + vP[Ag]), (10)

where (a) follows from the fact the channels are symmetfig, follows from the fact that the
norm of Uy, is upper-bounded by 1 and conditioned on the evégptit is upper-bounded by,
and finally (¢) follows from the basic probability inequalities. Combigiimequalities (9) and

(10) completes the proof. [ |

Lemma 2 Consider aK'N x M Unitary matrix U, where its columndJ;, i = 1,--- , M, are
isotropically distributed unit vectors i€V<*!1. Let W be an arbitrary N x M sub-matrix of

U. Then, for a predefined value 8f and N and assumingy = w( ) as K — oo, we have
PIW? = 5] = 0 ()" em35) (12)

Proof: See Appendix A. [ |

Lemma 3 For a small enough value af, we have
_d
P[Ay] < P[Bi] + c1V6 + cae” V5, (12)
where§ = g, andc;, c; and d are positive constant parameters independenkof, and .

Proof: Assumek’th relay is off. Hence, we have

Goo) Ukl (1 + PI[H[?) . (13)

min (

B < Exn, [HG*UHrkH } <\
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Here, (a) follows from the product norm inequality of matrices andepéndency of the noise

from other random variables in the system. Defining the event

we have

Ch

Dy,

(Amm<Gk> < ”Ug“ 1+ P||Hk||2>) ,

(Amin(G) < 8 (1+ P|HL|))

(14)

(15)

—
INE

P[A] P[Cy]

P[Cy N By] + P[Cy, N By

INZE

P[By] + P[Cy| B{|P[Bg]

INZ

P[By| + P[Dy| B P By]

INE

P[Bi] + P[Dy], (16)

where(a) results from (13)(b) and(d) follow from basic probability inequalities an@) follows
from the fact that conditioned ofiU,||? < v, we have@(l + P|H;||?) < § (1 + P||H||?),
which incurs that”,, C Dy,. Defining W,, as the submatrix defined on the fifgt rows of Gy,

we have

P[Dy]

—
INe

INS

P :(Amm<Gk> <v5)U (1 + I 2 %H

P :)\min(Gk) < \/6_5} +P [1 + P||H,|* > %]

P [hun(Wi) < V8] + P |1+ Pl 2

Vo
/ Me Medy +
x=0

7l

Vo

/OO aMN=le=z gy
(55

DUN) Joes
MN-1 o

MVs+ | > m!] o
m=0 w=5 (1)

1

MV5 + MNe (357

MVS + MNewwe 75 (17)

Here, (a) results from the union boundb) results from the fact thak,,;, (Gx) > Amin (W)

which can be shown easily based on the definition of the samguhlues of a matrix|c)
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results from applying the probability density function bktminimum singular value of square
i.i.d. complex Gaussian matrix, derived in [20], and alse fact that|H||?> has Chi-Square
distribution with 2)M/ N degrees of freedom, and finallf) results from the assumption that
4 is small enough such thatm,0 < m < MN, we have(%(% — 1)>m < (), By
Combining the results of (16) and (17), we obtain (12) and tumpletes the proof. [ |
Next, we apply Lemmas 1, 2, and 3 to prove that for large vahiids, by properly choosing
the value of3, ICBS can simultaneously achieve a large valuev@&nd reduce the interference

to o(K), with a high probability.

Lemma 4 By assigningd = andy = zlL ICBS simultaneously achieves

bg

o= ( log(K ) (18)
K log*
O 19
| ) 0 () @
wherew is defined in Lemma 1.
Proof: Having / = ——, the value ofa would be

V maxgeAe 5k \/7 log )> (20)

and this results in (18). Assuming= we have

lo 2(K)

Plv > ¢] (S) MNK log*(K) (P[Bk] + 210§{<K)P[Ak]>
(gb) MNK log*(K) P[Bk]+2lof((m (P[Bk]+cl 21°g§§K)+
Y ﬁ{m) | (21)
. ) 4 3
C OMNK log2()P[By] + 2MN Ve, log\;/%{ ) 4 2MNe logféK )
4
= 2MNK log?(K)P[By] + O (10%/(; >)
(d) 2 (N=1) —2N1oe(K log4(K)
= 2MNK log*(K)O ((log(K)) e~ logl >)+0< ¥ )

—
Y
=

0 (1034%{)) . (22)
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Here, (a) follows from Lemma 1,(b) follows from Lemma 3,(c) follows the assumption that
K is large enough such thatlog(K) < K andal\/_1Og
2, and(e) follows from the fact thaty > 2, which incurs that

K log?(K)O ((1og(K))<N- ) e 1°g<K>) ~0 <w) ~0 (10g4(K )) .

> log(K) , (d) follows from Lemma

K VK
This completes the proof of Lemma 4. [ |
Although with the threshold value stated by Lemma 4, therfatence term may tend to infinity
in terms of K, the signal term tends to infinity more rapidly. In fact, as tbllowing Lemma
shows, the singular values of the whole uplink channel mateghave ag) (k) with probability

1, askK — oo.

Lemma 5 Let A be anr x s matrix whose entries are i.i.d complex Gaussian randomaldeis
with zero mean and unit variance. Assume thas fixed ands tends to infinity. Then, with

probability one\,,;,(A) ~ s, or more precisely,

P [Amin(A)Ns <1+O<4 log(s)»] 51—()(#), (23)
5 sy/log (s)

where A\, (A) denotes the minimum singular value AfA .

Proof: See Appendix B. [ |
Next, we prove the main theorem of this section.

Theorem 1 By setting the threshold as = the achievable rate of the proposed ICBS

log(K
converges to the upper-bound capacity defined for the uglva@nnel. More precisely,

lim Cu(K) — R[CBS(K) == 0, (24)

K—oo
where C,,(K) = 1En [maxqn(qj<rlog (|Ixy + HQH|)] is the point to point ergodic ca-
pacity of the uplink channel anf;¢5s(K) is the achievable rate of ICBS.

Proof: By applying the cut-set bound theorem [21] on the broadcpktkichannel, it can
be easily verified [1], [2] that the point-to-point capacif the uplink channel(,(K), is an
upper-bound on the capacity of the parallel MIMO relay netwviNote that the facto% in the
expression ofC,(K) is due to the half-duplex relaying. Defir@,.(K) = & log (1 + £57).
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We first show that’,-(K) is an upper-bound fof',(X'), and then prove that a lower-bound for
Ricps(K) converges ta,-(K).

1
Cu(K) = SEu | max log (|1xy + HQH"|)
| Tr{qi<p
@ 1 H
= 5Em | max log (|1, + H'HQ))
| Tr{Q}<p
®) 1 Tr{H"HQ}
< = S S
< QEH m(gx M log <1+ i
| Tr{Qi<p
© M Tr{HIH} Tr
< 7EH mgx log <1+ { ]\4} {Q}>
Triqi<pr
& M P
< 7log<1+MEH [Tr{HHH}})
= Oun(K). (25)

Here, (a) follows from the matrix determinant equality (b) results from the fact that for any
M

positive semidefinite matriA, we have|A| < <%> , (c) follows from the generalization

of the Cauchy-Schwarz inequality to the positive semidefimatrice$, and (d) follows from

the concavity of the logarithm function. Rephrasing (7), ee

y = oH%X +n*, (26)
where
H' = A:-) UHV, (27)
keA
n* = aZUankjLZNCN(O,PH*), (28)
ke A

3AssumingA andB to be M x N and N x M matrices respectively, we havky + AB| = |Iy + BA| [18].
“AssumingA andB to be positive semidefinite matrices respectively, we havgAIB} < Tr{A} Tr {B} [22].
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whereP,. = o (3}, 4 UZU;) + I;. The achievable rate of such a system is

Ricps(K) =

v

IVE

1 P
—Ey |log < Iy + a2MH*H*HPI}1

2
1 [ P
iEH _log ( cszH*H*HPI_I*1 )}

1+a2M

1T 2 p
“Ey 1og< a H*HH

)|

2 1+ a? 2

M 2 1 P
= log < a ) 4t Eg [log ('MHHH

18

(29)

where (a) follows from the fact thatP,. = (o2 + 1)1y — o? (3,4, U U,) which results in

P, < (a® 4 1)1, or equivalentlyP,! =

Sincea is lower-bounded by the inverse of the threshold.as \/E, we havaim g,

0, or equivalently

P
Rp(K) = -En {log (‘MH*H*H

_1
aZ41

1
2

)|

I}lm RICBS(K) - RL(K) Z 0.

I,,. For convenience, let

M

2

log < 1ii2

(30)

Define the eventsix and Fy as Fx = (Amm (H) > KN [1 +0 ({‘/%)D and Fy =

(IlufaaP <

_K
log” (K)

P[Ek, Fk]

). Consequently, we have

a

> 1 -PER] - P[F§]

—
N

VE

1+O<1O%j(;)).

o(itor) o (5

)

(31)

):

Here, (a) follows from union bound inequality an@) follows from Lemmas 4 and 5. Assume
the diagonal entries oA are ordered as;(H) > X\y(H) > --- > Ay (H). Thus,R.(K) can be

lower bounded as
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Here, (a) follows from an upper-bound on the determinant expansiaf As — UAH 4V,

expanded over all possible set entries betwAeand UTH .V, (b) follows from the fact that
the Frobenius norm of a matrix is an upper-bound on the sqoltbe maximum absolute
value among its entries and als6 : \;(H) > \.n(H), (¢) follows from the fact that the
expectation is derived conditioned on the evehys and F, (d) holds due to the fact that

conditioned onEy, we have\;, (H) > KN [1+0 ( ¢ %)] (e) follows from the fact that

log <1 +0 < %)) ~0 ( %) ~0 (ﬁ) (f) results from (31), and finally(g)

follows from the fact thatO <1°g4%) ~ 0 <ﬁ> Now, definingRs (K) = & log (£2F),

according to (30) and (34), we have

[}Hﬂ RIC’BS(K) - Rs(K) 2 0. (35)

Furthermore, we have:
[}im Cu(K) — Rs(K) =0. (36)
Comparing (25), (35) and (36), and observing the fact thatk') > C;cps(K), results in (24)
and this completes the proof. [ |

Corrolary 1 The capacity of parallel MIMO Relay network, the point-toifd capacity of the
cut-set defined on the uplink channel, the achievable ra@mgilify and forward relaying, and

the achievable rate of ICBS, all converge 4blog (£££), as K — oc.

Proof: DefiningC(K), C,(K), Rar(K), andR;cps(K) as the capacity of parallel MIMO
Relay network, the point-to-point capacity of the cut-sefimed on the uplink channel, the
achievable rate of the amplify and forward relaying, andati@ievable rate of ICBS, respectively,
it is clear that

Ricps(K)<Rap(K)<C(K)<Cy(K). (37)

Relying on Theorem 1, we know

lim C,(K) = Rs(K) = lim Riops(K) — Rs(K) = 0. (38)

K—o0

Sdet (A) =3 (=1)"™ a1ny a2my- - -@nmy, <32 |@1my G20y - -anm, |, Whereo is the parity function of permutation.
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By observing thaf? 4 (K) andC(K) are sandwiched betweétyps(K) andC,(K), Sandwich
theorem tells us that
[}im Rup(K) — Rs(K) = I%im C(K)— Rs(K)=0. (39)

Corrolary 2 Achievable rate of ICBS is at mo@t< ) below the upper-bound correspond-
ing to the cut-set defined on the point-to-point upllnk chenie. O, (K).

Proof: Following the proof of Theorem 1, we observe
Cu(K) — Ricps(K) < ARy + ARy + ARg, (40)

where AR; = ¥ log (1 + Z) results from the approximation of the first term in (28R, =
O <m) in (34), and finally, AR; = % log(1+ A=) ~ O(+) is the difference be-
tweenC,-(K) and Rg(K). We know thata > \/j = y/Plog(K), and as a resultAR;, =
Y log (1 + ﬁmﬂ ~ 0 log(K . Comparing the values ahz;,1 < i < 3, we conclude that
Cu(K) = Ricps(K) = O

Apart from increasing the rate, using parallel relays atsraases the reliability of the trans-

1

log(K) /" [ |

mission. As the following corollary shows, the probabildf outage when sending information

at the rateO ( ) below the ergodic capacity approaches zerokas> oc.

log(K)

Corrolary 3 Consider the parallel MIMO relay network and ICBS with theeshold value

b= bg . We have
) ze090 (i ) -0 (4572

%log(

Proof: Following the proof of Theorem 1, we observe this outage ew®ra subset of

E¢. | F&, whose probability is shown to h@ (%) n

Another interesting result is that by increasing the nundderelays, each relay can operate

P
Iy + QQMH*H*HP;}

with a much lower power as compared to the transmitter, vihéescheme achieves the optimum

rate. This shows another benefit of using many parallel selaythe network.

Theorem 2 Up to the point thatP, (K) = w (£1og” (K)), the achievable rate of ICBS satisfies

. ) M KNP
I}I_IgO Ricps(K) — Cu(K) = I}Enoo Riops(K) — > log (7) =0. (41)
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Proof: We use the same steps as the proof of Lemma 4 with the sames\@figeand €.

Rewriting (21), we have

Pl > €] < MNK log?(K) {P[Bk] + 21°§((K ) (LB + 13 + cge_%ﬂ , (42)

whered = %. In order that the second term in (34) (or equivalertliz, in (40)) approaches zero,

we must hav@®[E, Fix| ~ 140 (k)g(K ) which implies thaf’[v > ] ~ 140 ( From the

log(K) )
above equation, it follows that having~ w (%) incurs thaty/s = \f ~ 0 (, / TISEKK)))

or equivalently,/s log®(K) ~ o (@) which results ilP[v > ¢] ~ 1+0 (W) Moreover,
the first term in (29) (or equivalenthPAR; in (40)) approaches zero, P.(K) = w(f3) (or
equivalently,a ~ w(1)). Therefore, havingP,(K) ~ w <1°g9%) results iNAR, ARy, — 0,
which implies thatimg .., Cy(K) — Rieps(K) = 0. [ ]

Theorem 3 The proposed Cooperative Beamforming scheme and its \taa@neve the maxi-
mum multiplexing gain of the relay channel. More precisely:

. Reps(P) M
PIEEO log(P) 2’ (43)

and % is the maximum achievable multiplexing gain of the undeghalf duplex system. (Here

Reps(P) is the achievable rate of the proposed scheme for the giverepoonstraintP.)

Proof: We prove the theorem for CBS. The statements of the prooflacevalid for the

variant of CBS. First of all, from the last theorem, we have

(@ M 2KNP M KN M M

< Oy < — . - .
Cu(P) < Cup(P) < 5 log< i ) 5 log<M)+ 5 log(P) + 5 (44)
Here, (a) follows from the assumption thdt is large enough such that we hake> . Thus,

the maximum achievable multiplexing gain is

Cu(P)
max — li
" o log(P)

To prove the theorem, it is sufficient to show that the muttiohg gain of CBS is lower bounded

<

v (45)
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by % To show this, we lower-bound the achievable rate of the reehas follows:

2 p
)

1
ews(P) = g s ([l 1y

1 a? P
> = -
= phem [log (' 1+ a? MAm
M M M M 1
> - log(P) + ?EH [log (Amin (H))] — 5 log(M) — ?EG,H {log (1 + @)}
(@) M2 ! M M 1
> —log(P)+ —/ e “log(x)dx — —log(M) — —Egu |log | 1 + —
2 2/ 2 2 2
M M M M 1
> 2 _ Ay = 1 -
> loe(P) - o — 5 log(0) - 5 Bem [tog (14 5 )] (a6)

where(a) follows from the fact that\,;,(H) > \.;n(W), whereW is an arbitraryM x M sub-
matrix of H, noting thatf, . «w)(\) = Me™*, X > 0. Now, definingz, = Eg u [log (1 + %)],

it is sufficient to show that, can be upper bounded by a finite expression independeft of

1

Defining z,x = log [1 + A,k (Gy) (| H|> + 5)], we have

min

maxi<p<k Exmk U’ G’LUkHI'k )

Lo = EG,H lOg 1+ 2

2
s ot ]
P

= E 1 1
GH 12}2% og +

(a) I 1
2 B | tos (14354, (@) (10 + 7))

1<k<K

= E max x
G,H 1<h<k o,k

(®) S
< Egmu Z Tk
| k=1

= KEG,H [xa,k] (47)

Here, (a) results from matrix product norm inequality and indepergeof n, from H,. andx,

and (b) follows from the fact that:, ;'s are nonnegative i.i.d. random variables. Without loss of
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generality, we can assunfeis large enough such th& > 1. We can upper-boundl [z, x| as

Elrax] = Ec,m, {log llﬂﬁn(Gk) (”H’f||2+%)“

—~
S
i

< T, [108 (14 Mmin(G) + [HL2)] = B, 108 (i (Gi))]

2 g, Pouin(G)] + By, [[HJ] — B, 108 (nin (G))]

(2 N+MN - M /1 e M log(z)dx

< MN -+ M + N. - (48)

Here, (a) follows from the assumption tha? > 1, (b) follows from the fact thatog(1 + z) <
x, and (¢) follows from the fact thatk [\,;,(Gx)] < E [W] = N, and also(a) in (46).
Comparing (46), (47), and (48), we have

M
Rops (P) > > log(P) 4+ O(1). (49)
As a result
. Cu(P) M
= > .
reBs Pll_rgo log(P) = 2 (50)
Comparing (45) and (50) completes the proof. [ |

Remark -1t is claimed in [1] that the proposed BNOP scheme achievesful multiplexing
gain of % for K — oo. However, it should be mentioned that this result is notdvédir the
asymptotically large values of SNR, for any fixed number ddys. Moreover, it can easily be
shown that the interference term increases linearly witiRSBhd as a result, the SINR term
is limited by a constant value for large SNR values. Thersftlie multiplexing gain of BNOP

scheme is zero for any fixed number of relays.

V. SIMULATION RESULTS

Figure 4 shows the simulation results for the achievabke sdatCBS, BNOP matched filtering
scheme [1], and the upper-bound of the capacity based orpthk [Cut-Set for varying number
of relays. The number of transmitting and receiving antsrinahe relays, the transmitter, and
the receiver isM = N = 2, and the SNR isP, = P, = 10dB. While both of the schemes
demonstrate logarithmic scaling of rate in termsiafwe observe that there is a significant gap

between the BNOP scheme and our scheme, reflecting the ga@g1¢fin the achievable rate

DRAFT



25

of [1]. On the other hand, the gap between ICBS and the uppend rapidly approaches zero
due to the ternO (#> predicted in Corollary 2.

log(K)

Capacity (bps/Hz)

————— BNOP scheme

—— Upper Bound

2 R ICBS method

1 I I I I I I I I 1 ]

0 10 20 30 40 50 60 70 80 90 100
Number of Relays

Fig. 4. Upper-bound of the capacity, ICBS, and BNOP matcheatifig Scheme vs. number of relays in parallel MIMO relay

network

VI. CONCLUSION

A simple new scheme, Cooperative Beamforming Scheme (CB&ed on Amplify and
Forward (AF) strategy is introduced in a parallel MIMO relagtwork. A variant of CBS,
called Incremental Cooperative Beamforming Scheme (IGBShown to achieve the capacity
of parallel MIMO relay network forK — oo. The scheme is shown to rapidly approach the
upper-bound of the capacity with a gap no more thhé@). As a result, it is shown that
the capacity of a parallel MIMO relay network &(K) = ¥ log (1 + £5F) 4+ O <W) in
terms of the number of relaygs. Moreover, it is shown that as the number of relays increases
the relays in ICBS can operate using much less power withoytperformance degradation.
Finally, the proposed scheme is shown to achieve the maximuittiplexing gain regardless of

the number of relays. The simulation results confirm thedigliof the theoretical arguments.
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APPENDIX A
Proof of Lemma 2

Let us denotéW; as theith column of W. In [23], it has been shown that
B I'(NK)
which corresponds to the Beta distribution with paramefésnd N K — N. Therefore, we have

xN_l(l _'T)NK_N_lu i=1,--- 7M7 (51)

PlIW[*>9] = P Z IWil* = 7]

I v
< P Wi2>_}
< P [max | Wil >

M
= P U]:Z]

Li=1

< MP|[F], (52)

where (a) results from the Union bound on the probability, aid= ||W;||> > . Defining

7' £ ., and using (51), we obtain
PlIW[*>+] < M- FweH)
1
O )1;(%?{) ¥ / 2N — g)NE-N-1g,

(
(a) I'(NK) 7/(1\7—1)(1 _ 7/)NK—N
M < JT(VE — N>< NEN

= M

_|_

N—-1 n
(N—n—1)(1 _ J\NK—N+n
NK N Ll:[l NK — N+]) 7 (1= )
= <N 1)!
— IN—n _ AN\NK—-N+n—1
- MZ (NK — N+n—1)7 (1=7)
N
NK’}/)N_n(l _ ,Y)NK—N
< M
- Z (N —n)!
NN=1(1 _ - \NK—-N
) MNEY)"(1—7) o2
(N —1)! K~
~ O ((Ky)Vtem i) (53)

where (a) follows from the integration by part, an@) follows from the fact that+' ~ w(1).
|
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APPENDIX B
Proof of Lemma 5

The (i, j)th entry of AA, denoted a$A A"]; ;, can be written as

[AAH]Z‘,J' = aiaH (54)

J

wherea; is the vector representing thith row of AA. Let us defineB as

B £ [bi|---[b/]", (55)
whereb,; = ﬁ' 1=1,---,r. We have
. 1 i=j
[BB”];; = T (56)
Vi, j) i#
where~(i, j) = b;b}’ = Tadlall The pdf of z(7, j) = |v(4,7)|* has been computed in [23],
Lemma 3, as Y
Py (2) = (s = 1)(1 = 2)*72, (57)

Let us defineC as the event that(i, j) < % for all 7+ # j. Using (57), we have

N (z(@j) < %)]

Plc] = P

~ 14+ 0(e V%), (58)

where (a) results from the Union bound on the probability, noting thet j) = 2(j,7), Vi, j.
Conditioned orC, the orthogonality defect aB, defined asm#”ff”z, can be written as

6c(B) =

- 1+0(—), (59)
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wheredc(B) denotes the orthogonality defect Bf conditioned orC. Hence, using the fact that

the orthogonality defect oA and B are equal, conditioned af we can write

f[)\i(A) = |[AAT]
_ i]i[lnain? 1eo(L)]. (60

where \;(A)’s denote the singular values &fA”. Moreover,

ET:AZ-(A) = Tr{AA"}

= > ail” (61)
i=1
Now, let us define event®; as follows:

Di={s(l—¢ <|al’<s(l+¢}, i=1,---,r (62)

2 log

wheree £ ). Sincel|a;|| = > -1 laij|*, wherea; ; denotes thei, j)th entry of A, and

having the fact thafa, ;|*> are i.i.d. random variables with unit mean and unit varianceng

||> approaches, in probability, to a Gaussian distributiomwit

unit mean and varlancé ass tends to infinity. More precisely, defining = '\/J and using

Theorem 5.24 in [24], we have

P [— 2log(s) < X < 210g(s)] = 1- [1 - (M)] exp{
) (— 210g(s)> exp { 122 ' log (s }

+0 (8—1/26—10g(5))

TS S log*(s) 1
! sy/mlog(s) [1+O< s ):|+O<5\/§)7

(63)

—
S

Q

where ®(.) denotes the CDF of the normal distribution, amtiand v; denote the second and

third moments ofa;, ;|*, respectively(a) follows from the approximation ob(z) for largez by
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1—- ﬁe‘é and the fact that ~ 3 ~ ©(1). From the above equatiof?]D;] can be computed

as

1
PD;] = P [1 —e< al* <1 —i—e}
s

1

in which we have used the definition efwhich is Qk’g . Conditioned onC and D, where
D £ (_, D;, and using (60) and (61), we can write

=1
/)7 XT’

[I2 o1+ 0(€) 1+0(%)]
(L5 s(1+0(e)]

s

= 1+ 0( (—:)

- 110(y/ ), (65)

S

whereX £ 137 \,. Suppose thad,,;, = a) (a < 1). We have

T

. aX H(rir_ M|

A

alr —a)™ !

where (a) follows from the fact that knowing\,,, the product of the rest of the singular

values is maximized when they are all equal. Hence, haviegstm constraint of \ yields
[T, A < X [-1(rX — aX)]"~". Using (65), and noting that(a) £ % is an increasing
function of o over the intervall0, 1], and writing the Taylor series of («) about 1, noting
f'(1) =0and f"(1) = =5, we have
_ r—1
a(r —a) _ 1+O< log(s)>‘

S

:>r2((1—a)2 N O( log(s)>.

S

Sa ~ 1+0<41°g<5)>. (67)

S
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In other words, conditioned ofi and D, it follows that Ay, = A |1 + O({*/ @)} . Moreover,

s

conditioned onD, we have) = s [1 + O< M)} As a result,

P [~ s |14+ 0 /18 > PCND]
S
@ pcPD]
2 P @D
(B840 [1 + O(e—ﬁ)} 140 11 =
s4/log(s

~ 1+O< (68)

1

where(a) follows from the fact that the norm and direction of a Gaussiector are independent
of each other, and as a resudtand D are independent)) follows from the fact thatD,'s are
independent and have the same probability.

|
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