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Abstract—This article presents a technique to reduce the multiple access Synchronous DS-CDMA with a new formulation in which the

interference in the forward-link of a conventional DS-CDMA system by ap-
plying an energy constrained transformation to the transmitter output. For
each symbol period, a new transformation is selected which minimizes the
mean-squared error at the output of a bank of matched-filter detectors.
This selection is subject to a constraint on total transmitted energy. It is

shown that the proposed method results in substantial advantages over ear-

lier similar techniques. The proposed algorithm can be implemented effi-
ciently at the transmitter with existing optimization techniques that solve
the quadratic trust-region subproblem.

Keywords—code division multiple access, interference cancelation, trans-
mitter precoding, multiple access channels, trust region, quadratic opti-
mization

I. INTRODUCTION

HE conventional DS-CDMA detector assumes an indepen-

dent additive Gaussian noisemodel for the MultipleAccess
Interference (MAL). Inreality, the MAI term ishighly structured
which makes thismodel invalid. Multiuser detection exploitsthe
structure of the MAI toimprove performance at the cost of addi-
tional processing overhead at the receiver whichis usually quite
large. This overhead is especially problematic in the forward
link of a cellular mobile network where the receiver isusually a
highly resource constrained mobile unit.

Recently, approaches have been proposed which transfer
some or al of the processing burden from the receiver to the
transmitter (see [1], [2], [3], and [4]). These methods work by
applying a linear transformation to both the transmitted signals
and the outputs from the bank of matched-filter detectors. By
using the minimum mean-squared error criterion, the transfor-
mations can be selected to minimize the bit error rate due to the
MAI. Theleast complex of these methods is transmitter precod-
ing [1] [4].

It is shown in [1] that transmitter precoding results in com-
plete decorrelation of the transmitted symbols. In a noiseless
channel, thisis equivalent to the well known decorrelating de-
tector. However, by applying the decorrelation operation at the
transmitter before noise is added to the signal, transmitter pre-
coding avoids the problem of noise enhancement. Two methods
are considered in [1] to handle the increased transmitted energy
of the precoder: so called unconstrained and constrained trans-
mitter precoding. The unconstrained method simply scales the
transmitter output to the appropriate average energy. In contrast,
the constrained method imposes an average energy constraint on
the selection of the precoding transformation. Itisfound that the
raw bit error rate for both methodsis similar and thus the higher
overhead of the constrained method is not justified.

In thiswork, we revisit constrained transmitter precoding for

transmitted energy is capped for each symbol period. The MAI
will be minimized in an MM SE sense subject to this constraint,
thuswe refer to the technique as the “ optimizing precoder”. The
focus will be on a channel with forward error correction (FEC)
where it will be demonstrated that both forms of constrained
transmitter precoding perform significantly better thanin the un-
coded case and in fact outperform unconstrained transmitter pre-
coding (thisis different from the conclusion reached in [1]). It
will also be shown that the optimizing precoder not only outper-
formsthe constrained precoder reported in the earlier works, but
also is easily solved with efficient algorithms from non-linear
optimization.

Wefirst present amodel for the target system in section |1 and
the formulation for the various precodersin section I11. Solution
algorithmsfor the optimizing precoders are presented in section
IV. Finaly, results and conclusions are presented in sections V
and V1, respectively.

Il. SYSTEM MODEL

The transmitted signal, z(t), in the forward link of a symbol
and chip synchronous DS-CDMA system with K active users
and symbol duration 7} is,

0<t<T

K
2(t) =3 Apsn(t)ba, <t< (1)
n=1
where A,, isthe transmitter gain for the nth user and b,,, s, (%)
are the n'* user antipodal modulated data symbol and signa-
ture waveform, respectively. We assume that the data symbols
are binary and equi-probable. Additionally, we assume that the
signature waveforms are linearly independent, zero outside the

range [0, T,], and normalized to have unit energy so that,
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In the additive white Gaussian noise (AWGN) channel, the
received waveform is,

r(t) = z(1) + (1), 3

where n(t) isaGaussian process with zero mean and power spec-
tral density of o2 = Ny /2. The matched-filter output for user n
isthe scalar y,, where

(t)dt = 1,

0<t<Ty

Yn = /OTb r(t) sy (t)dt, 1<n<K (4



If we combine the matched-filter outputs to form the vector

y = [y1," -+, yk]', then the set of outputs can be described in
matrix notation as

y=RAb+n (5)

where b = [by, ..., bx]" is the vector of modulated data sym-
bols, n = [ny,---,ng]" is a Gaussian noise vector whose €l-
ements have zero mean and covariance matrix R[o7, ..., 0%],
A = diag{A44,..., A} isthe set of amplitudes, and finally,
R isthe K x K cross-correlation matrix for the current set of
signature waveforms. The entries of R are defined as

Ty
Rij= [ s ©)

The detection strategy which gives the minimum bit error rate
selects the vector b with maximum-likelihood given the set of
observationsy. If the off-diagonal elements of R are zero (im-
plying the spreading codes are orthogonal), and the data sym-
bols are equi-probable (as assumed), then it iswell known that
the optimal decision ruleissgn(y) which isequivalent to a zero
threshold decision rule.

For simplicity, we consider a binary phase-shift keyed
(BPSK) system for which the signature waveforms are com-
posed of square waveforms called “chips’ which have uniform
duration T, where T is typically much smaller than T;,. With
this structure, the normalized signature waveforms can be rep-
resented as binary vectors in L-space where I = 7:. That
is, the s,(t) can be represented as the binary code vectors
sn € {‘Ti, ﬁ}L and the collection of codes as the matrix

S1
M= | @)

SK

Note that R = MM where M* denotes the transpose of M
and that R is symmetric and positive definite. We assume that
the signature codes are selected randomly. Note that a system
with random codes will closely match the a system that uses
long pseudo-random seguences to generate its signature codes.

1. PROBLEM FORMULATION

Our goal is to improve the bit error-rate (BER) of a DS
CDMA system by preprocessing the transmitted signal. We use
the minimum mean-squared error as the criterion in the design
of the preprocessor. To estimate a data vector b based on the set
of observationsy, we use thefunction b() which minimizes the
mean-squared error, i.e.,

El(b~b(y))*] ®)
One optionfor preprocessing is transmitter precoding which ap-
pliesalinear transformation T to the transmitted vector so that

vy =RTAb+n 9

It was shown in [1] that when the MM SE criterion is used to
solvefor T and expectation is taken with respect to b and n the
resultisT = R~1.

A sideeffect of precoding isincreased transmitter power. This
can be handled, asin [1], by scaling the resulting signal for each
symbol period. It is natural, however, to consider imposing an
energy constraint at the transmitter. If we separate R into the
encoding matrix M and correlating matrix M*, we can refor-
mulate the optimization as

minimize:
subject to:

|Ab — M'Mb/||?
IMb/||* <r

We refer to this method as the optimizing precoder. From the
set of b’ with transmitted power less than or equal to r, it selects
the element which results in the minimum squared error due to
MAI. The parameter » is held constant from symbol to symbol
S0 instantaneous transmitter power is capped by a fixed value.

Itis crucia to realize that the method proposed here acts on
the amplitude of the transmitted signals, and consequently, does
not modify their spectral properties. This can be considered asa
form of fast power control where the power of each user isread-
justed at each bit interval. Thisis unlike the known aternatives,
say [1], which are based on applying a linear transformation to
the transmitted signal which obviously will affect the spectral
properties of the transmitted signal. We note that having a flat
spectrum is a desirable property of many CDMA systems and
the method proposed here does not interfere with this property.

By constraining transmitter power we force the system to in-
clude MALI in situationswhere eliminatingit would require inap-
propriate power levels. For thisreason, the optimizing precoder
can be expected to have worse raw performance than uncon-
strained precoding due to alocating different level of MAI at
different bit positions. The situation changes, however, when
FEC is used because FEC coders achieve a form of averaging
of instantaneous signal-to-noise ratio over severa bit periods,
compensating for the aforementioned effect of variable MAI.
This conclusion will be borne out by simulation results.

A constrained transmitter precoding scheme is also presented
in[1]. However, there are some critical differences between that
formulation and (10), the most significant of which (as already
discussed) is that our method is based on a scaling of the trans-
mitted signals, and consequently, preserves their spectral prop-
erties. Another significant differenceisthe scope of the precoder
design. In (10), a new transformation is generated for each sym-
bol period, with expectation of M SE taken with respect to envi-
ronmental noise only. In [1], expectation of MSE is taken with
respect to b as well as n so that the current data vector is not
a distinct influence on the design of the precoding transforma-
tion. Furthermore, (10) caps instantaneous power at each inter-
val whilein[1] average power is constrained. The latter method
allows for undesirable spikes in instantaneous power. Finaly,
(10) is an optimization over a vector rather than a matrix. This
brings the problem into the realm of numerical optimization so
that techniques like those presented in the next section can be
used.

(10)

IV. SOLUTION ALGORITHM

Numerical optimization techniques are required to solve (10).
The problem specifies minimization of a convex quadratic func-
tion (i.e. Q is positive semi-definite) over an ellipsoid whose
surface is the set of signa vectors which have a transmitted



power level of ». To simplify the problem, we apply the change
of variable x = Mb’ which transforms (10) into minimization
over asphere, i.e.,

minimize:
subject to:

||[Ab — M‘x||?

]2 < (1)

Expanding the new objective function resultsin

b'A‘Ab — 2x'MADb + xMM’x

Let Q = 2MM!, ¢ = —2MADb, and delete the constant term
to obtain
min %XtQX +x'c

12
2 < 12

subject to
This type of problem occurs frequently in nonlinear optimiza-
tion as the trust-region subproblem. Its solution has a standard
treatment which is given in [5]. A more convenient solution al-
gorithm is given in [6]. We give an overview of that algorithm
here.

At a point x, the gradient to the objective function is given
by Qx + ¢ while the gradient to the constraint is given by
—2Ix where [ istheidentity matrix. If the Karush-Kuhn-Tucker
(KKT) conditions for local optimum x* are satisfied with La-
grange multiplier A* then the following holds:

(Q+XNDx"+c=0 (139)
V="l >0 (130)

A" >0 (13c)
A==y =0 (13d)

where the factor 2 has been absorbed into A* for notational con-
venience.

To establish whether a particular x* is a minimum, we check
the second order condition which requires positive curvature of
the objective function at x*. Because the matrix Q is positive
semi-definite, we are assured that the second order condition
will be satisfied for any point in the constraint region. This
observation, coupled with a non-zero constraint gradient at all
points other than the origin, allows usto conclude that the KKT
conditions are satisfied with a unique A* and that the associated
point x* is aglobal optimum.

For matrix A, we use ¢)(A) to denote the least eigenvalue of
A. Therange of possiblevalues for \* is already lower bounded
by zero in (13c). We can obtain an upper bound for A* by rear-
ranging and taking the norm of each side of (133). After some
manipul ation, we have

< Il yq)

- (14)
~ Il =

as shown in[6]. If anon-zero \* satisfies the KKT conditions,
then the corresponding x* must have ||x*|| = /7. If we do not
have access to the eigenvalues of Q, then we can drop the 1»(Q)
term from (14) which gives the relaxed upper bound A~ < %

We now have a range of possible values for A*. We start by
checking A* = 0. If thenorm of the solutionislessthan /7 then

we terminate with a solution inside the constraint. Otherwise,
we can test an arbitrary A for optimality by solving (13a) for x
and then checking itsnorm. If ||x|| = /7, then x isthe optimal
solution to the problem. This suggests a bisection a gorithm for
solving (12). Assume that we wish to find A* to within ¢ of
the exact solution. The bisection algorithm, introduced in [6],
proceeds as follows:
1. set Ajgw = 0 and Ahigh = %
set A = 1 (Ajow + Arigh).-
if (Anigh — Alow) < € exit procedure, otherwise go to step 4.
solve (Q + AI)x = —c forx
if ||X|| > \/77, then set \jgv = A, otherwise set Ahigh = A.
goto step 2
A change of variables was applied to obtain the formulation
in (12). The solution to the original problem can be obtained
by back-solving through the symmetric positive-definite system
M!Mb’ = M'x oncex isfound.

The complexity of thisalgorithm is determined by the desired
accuracy and the cost of the linear system solution in step 4.
At least log, % — log, € iterations are required to converge to

ok wh

T

precision e. If the eigenvalues of Q are known and non-zero,
the number of iterations can be reduced. The structure of the
linear system in step 4 is more helpful. Because A > 0 during
each iteration, (Q + AI) must be symmetric positive definite
which implies fast Cholesky factorizations can be used to solve
the system.

This algorithm is particularly effective when applied to (10).
Simulationwill show that twoiterationsare enough to obtain so-
[utionswith near-optimal performance. Each of these iterations
requires the factorization of an I x L matrix. Thus, complexity
depends on the system chip rate, but not on the number of active
uSsers.

V. SIMULATION RESULTS

In this section, we analyze the performance of the optimizing
precoder in a smulated DS-CDMA environment. Simulation
results will be compared with those from conventional systems
as well as with both the constrained and unconstrained trans-
mitter precoding methods of [1]. It will be shown that, in en-
vironments utilizing error-correcting codes, energy-constrained
methods out-perform all other methods considered here. Fur-
thermore, it will be shown that the energy-constrained method
proposed in this article out-performs the energy-constrained
method of [1].

A. Smulation Setup

The channel model used for simulation matches the for-
ward link of asingle-cell synchronous DS-CDMA system using
BPSK modulation as specified in section Il. The system chip
rate is set to 32 in all cases. Both coded and uncoded systems
are considered with coded systems using the rate 1/3 convo-
lutional code from the 1S-95 cellular communication standard.
Receivers use a standard Viterbi decoder which is supplied with
soft outputs from the matched-filter detector.

The simulator generates independent pseudo-random data
streams for each user which are independently coded when FEC
isused. Another independent pseudo-random bit stream, shared



by al users, is used to generate the spreading codes. After mod-
ulation and spreading, AWGN is added to the combined signals.
A bank of independent detectors then produces soft-outputs
from the received signals which are either fed to a Viterbi de-
coder or used to make hard decisions for the original data bits.

B. Optimizer Setup

With the structure of the simulation system in place, the opti-
mal value of the power constraint » for the proposed method can
be determined. With no closed form solution for the optimal »
in (10), we must use simulation to find it. By holding the system
parameters and SNR constant while varying r, we hope to find
a value which gives the minimum BER for each system config-
uration. Fortunately, BER curve is smooth and continuous with
respect to changes in » which aids in the search.

To see this, consider an arbitrary solution to (10). Because
transmitted energy is a quadratic function and therefore itself
smooth and continuous, asmall changein  requiresonly asmall
change in the optimal solution b’ to achieve the desired trans-
mitted energy. Inturn, because MAI isalso quadratic and there-
fore smooth and continuous, asmall changein b’ resultsin only
a small change in MAI. As the change in r disappears, so will
the change in the resulting MAI, which implies MAI is smooth
and continuouswith respect to . Finally, because residual MAI
dominates BER performance when SNR is held constant, we
can expect BER to be smooth and continuous with respect to »
aswell.

This intuitive justification is supported by the ssmulation re-
sults in Figure 1 which show the effect of » on the optimizing
precoder performance when the system configuration and SNR
level are held constant. In @l four curves, performance reaches
asingle global optimum with respect to ». Thisisaresult of the
optimization step which results in a different set of optimizer
solutions for each . One such set will have the minimum total
MAI, implying that » must have a minimum value.

Only 16 user results are shown. However, the optimum value
of » was consistently lower for coded transmission than for un-
coded for al numbers of users. Moreover, the optimal » for
FEC was much less affected by the number of users and chang-
ing channel conditions. Likely, thisisdueto fact that by averag-
ing over several symbol periods, the effect of high instantaneous
MAI is reduced and the benefit of tightly constrained transmit-
ted power levels is enhanced.

Degpite the effects of FEC, the optimum » was not constant
for different system configurations or even for different SNR
levels. The system is required to adjust » constantly for chang-
ing conditions to achieve optimum performance. However, the
set of optimum values for » need only be calculated once and
stored in alook-up table. Alternatively, » can be chosen to op-
timize performance at a certain SNR with only a small loss at
other SNR levels due to the smoothness of the BER curve. Note
that a conventional detector does not require knowledge of r to
produce soft output metrics for this type of signal so that the
modulator is free to adjust » as necessary.

C. Channel Smulation

Each simulated “system” consists of a modulator/detector
pair and produces a single curve on each graph. Two con-

ventional systems are considered: a system with a standard
modulator and a standard matched-filter detector, and a system
with a decorrelating detector. The former is labeled “ Conven-
tional System” and provides a baseline performance curve with
no performance enhancing techniques. The latter is labeled
the “Decorrelating Detector” and gives an example of a stan-
dard receiver-based performance enhancement technique. The
two methods from [1] are labeled “ Transmitter Precoding” and
“Constrained Transmitter Precoding”. These are appropriate
generalizations of the method proposed in [1] to a case compa-
rable to ours (with FEC and power constraint added at the trans-
mitter side ). The optimizing precoder proposed in this paper
is labeled “ Optimizing Precoder” and is paired with a standard
detector. The single user case is also given for comparison.

In Figure 2, uncoded data is being transmitted to 16 users.
In all cases, transmitter precoding gives the best performance
at practical system error rates of 103 and below. As stated in
[1], constrained transmitter precoding performs better for low
SNR, but eventually crosses the unconstrained method as SNR
rises. The optimizing precoder from this paper generally per-
forms worse than constrained transmitter precoding in this set-
ting. Simulationsfor the 8 user case showed similar results.

In Figure 3, datais independently coded and then transmitted
to 16 users. Clearly, the energy-constrained methods signifi-
cantly out-perform unconstrained methods in this setting. Con-
strained transmitter precoding has a gain of more than 1.0dB
over unconstrained transmitter precoding. The optimizing pre-
coder performs even better, achieving a further gain of 0.5dB
over constrained precoding. Simulations for the 8 user case
show thisgain to be 0.25dB.

D. Complexity Analysis

The computational complexity of the standard solution algo-
rithm for both optimizing precodersis determined by the desired
accuracy of the solution. Accuracy trandates directly into iter-
ations of a loop which requires the Cholesky factorization of a
meatrix. Figure 4 show the result of limiting the number of it-
erations for the 16 user case. From this graph it is clear that
that near-optimal performance is achieved as soon as the second
iteration, which requires only two matrix factorizations. This
result dramatically improves the feasibility of these methods for
practical systems.

In order notation, the Cholesky factorizationis O(L?) while
two O(L?) triangular system back-solves are required to obtain
the final solution. The parameter L (chip rate) is usualy fixed
in practical systems, so that these costs are aso fixed. These
costs are not prohibitivein the forward link of a mobile cellular
system because the processing is performed at the base station
where power and processing resources are readily available. The
chief benefit of this, and all other precoding methods, isthe sim-
plicity of the receiver, whichis only a matched-filter detector.

! Reference [1] does study the case of imposing a constraint on the power at
the transmitter side, however, as it does not use FEC, the conclusion has been
that imposing such a constraint does not improvethe performance. This agrees
with our results for the uncoded case, however, we have shown that imposing a
constraint on power indeed improvesthe performancefor the coded case.
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V1. CONCLUSIONS

A new transmitter precoding method has been demonstrated
in this article which, for practical systems which delivers gains
of, (i) 0.75dB to 4dB over existing unconstrained precoding
methods, (ii) 0.25dB to 0.5dB over existing constrained precod-
ing methods, and (iii) requires only 2 to 4 fast Cholesky factor-
izations of an order L matrix to achieve those gains
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