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A low complexity soft decoder for error concealment
in the presence of noise and packet loss

Farshad Lahouti, Amir K. Khandani

Abstract—Exploiting the residual redundancy in a source
coder output stream during the decoding process has been
proven to be a bandwidth efficient way to combat the noisy
channel degradations. In this paper, several schemes are
presented which exploit different levels of residual redun-
dancy for improved signal reconstruction in presence of
noise and/or packet loss. A packetization strategy, based
on the concepts of multiple description coding, is proposed
which is matched to the presented error concealment units.
For decoders that exploit the residual redundancy, exten-
sive complexity has been a serious concern, especially as
the quantizer bitrate increases. In this work, a method is
presented to construct reduced complexity algorithms. The
proposed methodology is based on the classification of the
signal domain and efficient approximation of the residual
redundancy or the a priori transition probabilities. We em-
ploy the proposed schemes for soft reconstruction of speech
spectrum, in GSM Adaptive Multi-Rate vocoder, transmit-
ted over a channel disturbed with noise and/or packet loss.
Numerical results are provided which demonstrate the ef-
fectiveness of the proposed solutions.

I. Introduction

Joint source channel (JSC) coding techniques that ex-
ploit the residual redundancy in the source coder output
stream have found increasing attention in recent years, e.g.,
[1]-[7]. One of the reasons for such interest is the fact that,
they provide improved signal protection against channel er-
rors, with no additional bandwidth requirement, using only
the redundancy left due to suboptimal source coding. For
design of source decoders, such JSC-based techniques re-
place the conventionally heuristic approaches of error con-
cealment with a formulation within the formal framework
of estimation theory. There are two challenges, however,
in using these techniques to combat the effect of noise and
packet loss in typical communications applications. First,
although they provide effective solutions, but in general,
the decoding complexity is rather high for practical appli-
cations. Specifically, the complexity grows exponentially
with quantizer bitrate. Secondly, the focus of the prior art
in this area have so far been on the design of source de-
coders to combat bit-level channel degradations. In some
important applications, however, the transmitted signal is
exposed to both noise and packet loss. Examples of par-
ticular interest include the communications over wireless
packet networks; and the scenario when the communica-
tion involves both a wireless and a (packet-based) wireline
link. Solutions to these two challenges are proposed in this
article. A more comprehensive version of this work is avail-
able in [7]. An earlier version appeared in [6].
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II. MMSE-based Source Decoding

Consider the scenario of a source coder composed of η
vector quantizers. At time instant n, corresponding to the
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(1)
n ,Y

(2)
n , . . . ,Y

(η)
n ], the source coder pro-
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J (k) is a set of M (k) codewords of quantizer k, 0 < k ≤ η.
In general, there is a dependency (residual redundancy)
both in the sequence of source coder symbols in time (in-
terframe) and between the symbols at each time instant or
frame (intraframe). For the input symbol In, the chan-
nel output is denoted by Jn. We assume two types of
channel degradations (i) a random independent loss at the
packet level with probability Packet LossRate(PLR) and
(ii) a random memoryless bit-level channel disturbance. In
the followings, for the development of the source decoders,
we assume that the probability distribution of P (Jn|In) is
available. If a bit is located in a packet that is lost during
transmission, then this probability is equal to 0.5; other-
wise it reflects the effect of channel degradations at the bit
level.
Exploiting the encoder intraframe and interframe depen-

dencies using a first-order Markov model, the decoder MS1
is given by

ŷ(k)
n =

∑

I
(k)
n ∈J (k)

E[Y(k)
n |I(k)

n ]P (I(k)
n |Jn+δ), 0 < k ≤ η, (1)

where Jn+δ = [J
(1)
n+δ, . . . , J

(η)
n+δ], J

(k)
n+δ = [J

(k)
1 , . . . , J

(k)
n+δ],

E[Y|I] represents the codewords, and δ is the delay al-
lowed in the decoding process. The symbol a posteriori
probability P (In|Jn+δ) in equation (1) is given by
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which is composed of four terms, namely the forward and
backward recursive terms, and the left and right recursive
terms. These recursions, which are similar to those of the
BCJR algorithm, both in time and within a frame, rely on
the channel-related probabilities and the a priori informa-
tion in the form of encoder symbol transition probabilities.
In this manuscript, C is a term that normalizes the prob-
abilities to one. We have
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Fig. 1. Classification of the source codewords. See eq. (6) and (7).

The backward recursion starts from Pbwd(I
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and continues backward until Pbwd(In) is derived. The left
and right recursive terms are computed similarly as pre-
sented in [5] and enhanced in [7].

We also consider a simplified decoder MS2[6], that only
considers the dominant intraframe dependency of symbol
k with another symbol k′ at the same time instant. The
probability required in equation (1) is now given by
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III. A Low Complexity Solution

As discussed, the MMSE-based decoders, although ef-
fective, can be very complex especially at high quantizer
bitrates. To provide a solution with a lower complexity,
we seek an approximation of the a priori transition prob-
abilities. Consider a vector quantizer with a codebook C
and the corresponding index set J ofM elements. Assume
that due to the residual redundancy, the sequence of quan-
tizer output in time forms a first-order Markov model. To
derive an approximation to the a priori transition proba-
bilities P (In|In−1), we classify the source (and hence the
codebook and the index set) to M ′,M ′ ≤ M classes, i.e.,
J = {J1,J2, . . . ,JM ′}, in which each class Jk has mk

members (
∑M ′

k=1 mk =M). We assume that the classifica-
tion is performed in a way that the probability of transition
from a codeword to another codeword only depends on the
class they are located in, i.e.,

P (In = in|In−1 = in−1) = P (In = i′n|In−1 = i′n−1) = Pkl,

∀in, i′n ∈ Jk, ∀in−1, i
′
n−1 ∈ Jl. (6)

The relationship between the class and symbol transition
probabilities is then given by the following simple deriva-

tions:

P (In ∈ Jk|In−1 ∈ Jl) =
∑

In∈Jk
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= mk . P (In|In−1), (7)

This indicates that the Markov model of the encoder out-
put sequence is characterized based on the M ′ ×M ′ class
transition probabilities. This in turn needs much less data
and is stored much more efficiently reducing the memory
requirement by a factor of ( M

M ′
)2. Figure (1) is a repre-

sentative diagram of such a scenario. The intraframe tran-
sition probabilities can be also approximated in a similar
fashion.
Using this technique, the presented decoders can be im-

plemented in a much more computationally efficient man-
ner. We have

Pfwd(In) = C.P (Jn|In).
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Pbwd(In) =
M′
∑

k=1

P (In+1|In)Pbwd(In+1).

∑

In+1∈Jk

P (Jn+1|In+1). (9)

The right and left recursive terms are given by similar
approximate expressions [7]. In the set up of decoder MS1,
assuming that the codebook J (k), 0 < k ≤ η is partitioned
toM ′(k) classes, the computational complexity is now given
by

CC′fwd =

η
∑

k=1

3M(k) + 2M ′(k)2 (10)

CC′bwd = 3δ

η
∑

k=1

M ′(k)2 (11)

CC′lft = CC′rgt = 3

η−1
∑

k=1

M ′(k+1)M ′(k) (12)

in terms of the required number of floating point opera-
tions. It is clear that any choice of M ′ < M substantially
reduces the complexity.
In order to classify the codebook in a way that the equa-

tion (6) holds, we suggest LBG quantization of the source
with M ′ levels and defining the classes as the quantiza-
tion Voronoi regions. Subsequently, we can classify the
codewords of the size M codebook. This is motivated by
the fact that the closely positioned codewords tend to be-
have similarly. We note that this does not guarantee the
validity of the assumption of equation (6) and it is only
an approximate technique. However, our numerical results
demonstrate its fruitfulness.

IV. Packetization Strategy

Interleaving during packetization, as a Multiple Descrip-
tion Coding strategy, creates robustness to packet loss
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Fig. 2. Packetization for F = 4, B = 3 and P = 2. The arrows
represent the dependencies due to residual redundancies.

through proper diversification (distribution) of the data
across different packets (descriptions). In this work, we
propose a packetization strategy that is matched to the
presented source decoders exploiting both interframe and
intraframe dependencies. Consider the scenario where the
source coder outputs certain number of bits at each time
instant (frame). Let us assume that these bits may be
partitioned into B bundles of data where in general, there
are dependencies between the (neighboring) data bundles
at each time instant, i.e., within a frame, and over time,
i.e., between frames. The proposed packetization rule takes
into account these dependencies and is given by

b+ f + nF ≡ p+ nP (mod P ), (13)

which distributes a set of F frames of data, each composed
of B bundles, across P packets (P indicates the diversity
depth). In equation (13), we have n, b,B, f, F, p, P ∈ Z,
where 0 ≤ b < B is the bundle number, f+nF , 0 ≤ f < F ,
indicates the frame number, p+ nP , 0 ≤ p < P , indicates
the packet number and (modP ) is the modulo operation in
base P . Also, n ≥ 0 is a notion of time indicating the set
of frames to be interleaved. Figure 2 illustrates the case for
B = 3, F = 4 and P = 2. As seen, if one of the packets is
lost, the other packet contains all the neighboring bundles
of the missing data which are utilized by the source decoder
to reconstruct the missing bundles. For the case of B = 1,
equation (13) is simplified to the popular frame interleaving
scheme.

V. Performance Evaluation

Using the proposed techniques, we consider reconstruc-
tion of speech encoded with the GSM-AMR codec [8] and
transmitted over a channel disturbed with noise and packet
loss. We focus on the reconstruction of the Linear Predic-
tive Coding (LPC) coefficients. These coefficients repre-
sent the short-term spectral information of speech within a
frame and preserving them play a major role in the quality
of the reconstructed speech. In this codec, the LPC coeffi-
cients are quantized in the Line Spectral Frequency (LSF)

Method LSF1 LSF2 LSF3 LSF4 LSF5
MS1 3.58 4.52 4.95 4.63 4.30
MS2 3.44 4.39 4.68 4.38 3.76

Method LSF6 LSF7 LSF8 LSF9 LSF10 Mean
MS1 4.80 4.03 4.01 3.33 3.30 4.14
MS2 3.91 3.84 3.80 3.18 3.00 3.84

TABLE I

Gain (dB) in signal to reconstruction noise ratio of the

proposed error concealment schemes as compared to the

scheme used in GSM-AMR codec, in presence of noise

(channel SNR=2dB, BER=0.037) and packet loss (PLR=5%).

representation using a 3-split Split-VQ with [8, 9, 9] bits for
an overall rate of 26 bits per frame. A similar scheme is
also used in the IS-641 standard. We use the packetization
scheme of Figure 2 with the bundles now corresponding
to the three splits of the Split-VQ. Taking the low com-
plexity approach, with a class size of M ′ = 32 for each of
the splits (M (1) = 256,M (2) = M (3) = 512), results in
a substantial reduction in memory requirement, as com-
pared to the original algorithm; also the computational
complexity is reduced by an impressive factor of 118 for
the forward recursion and a factor of 192 for the backward,
left and right recursive terms. Table I presents the perfor-
mance gain of the proposed decoders with respect to the
error concealment method of the standard. The gain is
given in terms of improvement of signal to reconstruction
noise ratio for each of the reconstructed LSF parameters.
The results demonstrate the effectiveness of the proposed
schemes. The simplified MS2 decoder provides an interest-
ing performance with much lower complexity.
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