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Abstract—In this paper, a MIMO Broadcast Channel (MIMO- in [8]. In [9], [10], authors propose scheduling metricsttha
BC) with large (K) number of users is considered. It is assumed combine multiuser diversity gain with the delay constrsiri
that all users have a hard delay constraintD. We propose a [11], the scheduling scheme is designed based on maximizing

scheduling algorithm for maximizing the throughput of the sys- . : o .
tem, while satisfying the delay constraint for all users. Itis proved the effective capacity [22] which is characterized by data r

that by using the proposed algorithm, it is possible to achiee delay bound, and delay-bound violation probability trtple
the maximum throughput and maximum fairness in the network, The throughput-delay tradeoff of the multicast channel is
simultaneously, in the asymptotic case o’ — oc. We introduce  analyzed for different schemes in a single cell system [12].
a new performance metric in the network, called *Minimum s trade-off has been obtained for more general network
Average Throughput”, and prove that the proposed algorithm L . .
is capable of maximizing the minimum average throughput in topologies in [13]. In the static randomlnetwork witodes,
a MIMO-BC, in the asymptotic case of K — oo. Finally, it is the results of [13] show that the optimal tradeoff between
established that the proposed algorithm reaches the bound@s throughput7,, and delayD,, is given by D,, = ©(nT,).
of the capacity region and stability region of the network, They also show that the same result is achieved in random
simultaneously, in the asymptotic case o' — oco. mobile networks, whenZ,, = O(1/y/nlogn). The first
studies on achieving a high throughput and low delay in
ad-hoc wireless networks are framed in [4], [14], and [15].
With the development of personal communication serviceBhis line of work is further expanded in [13], [16], [17]
one of the major concerns in supporting data applicationsbig using different mobility models such as the random walk
providing quality of service (QoS) for all subscribers. lmsh and the Brownian mobility models. Neely and Modiano [17]
real-time applications, high data rates and small trarsionis consider the delay-throughput tradeoff only for mobilehat-
delays are desired. Most data-scheduling schemes profmsechetworks. They investigate the delay characteristics biggus
current systems have concentrated on the system throughthet redundant packets transmission through multiple paths
by exploiting multiuser diversity [1]-[5]. In cellular ngbrks, In [18], the authors have proposed and compared different
by applying multiuser diversity, the time-varying naturfetfte  scheduling achemes based on the users’ channel qualities
fading channel is exploited to increase the spectral effcsie and their remaining job times, in the downlink of a MIMO
of the system. It is shown that transmitting to the user withireless cellular packet data system in fast and slow cHanne
the highest signal to noise ratio (SNR) provides the systevariation scenarios. In [19], the authors have analyticall
with maximum sum-rate throughput [6]. The opportunisticharacterized the scheduling gain achieved by opportanist
transmission is proposed in Qualcomm’s High Data Ragghedulers with both single-user and multi-user multiplgx
(HDR) system [2]. and showed that the average delay grows double-exporigntial
Although applying multiuser diversity through the schemwith the overall throughput, with any opportunistic (siegl
in [6] achieves the maximum system throughput, QoS daser time-sharing or multi-user multiplexing) schedulirg
mands, including fairness and delay constraints, provake d20], the authors consider a wireless downlink commundicati
signing more appropriate scheduling schemes. The scheragstem, where the channels are characterized by frequency-
that consider delay constraints have been studied extdnsiselective fading, modeled as a set/df parallel block-fading
in [1], [7]-[21]. In [7], the authors propose an algorithmigim channels, and a frequency-flat distance-dependent pash los
maintains a balance between the throughput maximizatiarhey compare delay-limited systems (which impose hard
delay, and outage probability in a multiple access fadifgirness) with variable-rate systems (which impose propor
channel. The tradeoff between the average delay and tlmnal fairness), in terms of the achieved system spectral
average transmit power in fading environments is analyzefficiencyC (bit/s/Hz) versus;, /Ny, and find simple iterative

|I. INTRODUCTION



resource allocation algorithms that converge to the optima Il. SYSTEM MODEL AND PROPOSEDALGORITHM
delay-limited throughput for orthogonal (FDMA/TDMA) and . system Model, Assumptions, and Definitions
optimal (superposition/interference cancellation) algrg. In
the limit of large K" and finite M, the authors find closed-form
expressions foC' as a function ofE; /Ny and show that in

In this paper, a downlink environment in which a Base
Station (BS), equipped witti/ antennas, communicates with
R . X . ) . a large number K) single-antenna users, is considered. We
his limit, th imal all ion poli nsi fl h '
this fimit, the optimal aflocation policy consists of lety eac assume a homogeneous network, where the channel between

user transmit on its best subchannel only. :
Y ach user and the BS is modelled as a zero-mean complex

In [21], the delay is defined as the minimum num.ber cl(’nf;aussian random variable (Rayleigh fading). The received
channel uses that guaranteesallsers successfully receive signal at thekth terminal can be written as

packets. Reference [21] studies the statistical projseofi¢he
underlaying delay function. However, the delay constrént yr = hpx + ny, (1)
assumed to bsoft meaning that this scheme aims to minimize o ¢ CMx! s the transmitted signal with the power

the total averagenetwork delay and there is not any delay . I 1 Ix M :
constraints for the individual users. constraintE{x"x} < P =, hy € C ~ CN(0,) is

. . . the channel vectom; ~ 1) is AWGN, andy; is the
In this paper, we consider hard delay constraintD for received signal byniﬁéthcigfé?, ) Yk
8.th user, which is enf_orced by th? applicatior_i or physi e assume that block coding for error free transmission is
limitations (e.g. buffer S'.Ze)‘ We define a dropping event Tﬁerformed over frames, where the information content of a
the .event that there_emsts a user who does. not meet Kme is called packet. In addition, we assume that the frame
deS'Te‘?' (_jelay constraint. We propose a scheduling scheim_el gth is constant (unit of time), while the information ocemt
maximizing the th_roughput of the system, while SatISfym.%f a frame can potentially vary depending on the capacity of
the d_elay _constra_int for all users. The proposed_ scheduli corresponding channel realization. As we will see Jaiter
alr%orc')tsh;; IiSn ?z\é?nsvnhtigrt T/grssgizz dBoer(iTétFt?nrm:%hsiZZE ?oposed method results in almost equal information cdanten
prop . ! . ting acket length in bits) for all the frames. It is also assumed
on the Signal to Interference plus Noise Ratio (SINR) of t at M users are served during each frame. The channel
users on each transmitted beam. Among the users with chan ei

) . - coefficients are assumed to be constant for the duration of a
gains above the threshold, the user with the mininfeanket .
. _frame, and change independently at the start of the nextfram

?block fading model). The frame itself is assumed to be long

time to thg expiration.o-f that users' packet, is s_erved. Bygo enough to allow communication at rates close to the capacity
asymptotic analysis, it is proved that by selecting theshoéd This model is also used in [21] and [23]

level properly, the proposed scheduling algorithm actseve It is assumed that the users have stringent delay constraint

the maximum throughput, maximum fgirness, and MINIMUTA other words, the delay between two consecutive received

delay in the network, S|miilta_1neously, in the asympioiioecal%ackets should not be greater than the duratiodfames.

miof)(abﬁt Ofﬁal-gefuizzgr?iflspggsiend tgrnmgh;t[ait)eriz;r;]%t therwise, the transmitted packet will be dropped. Tie¢-

fh thr i d val nd evaluating the n tvi/ rk,dr ir\]/vork dropping eventdenoted by#, is defined as the event
€ thresho aue, and evaluating the netwo OPPat dropping occurs for any user in the network. We define

probability accor_dingly. Moreover, we |:1troduce a new ooti a parameter for each user, which denotes tRacket Expiry
of performance in the network, called “Average ThroughputC

which is defined as the product of the packet arrival rate a r@untdown (PECYf that users packet, ie., the remaining

the amount of information per channel use in each packet, a € 1o the expiration of the packet.is expressed in terms
per ct . P ' “of an integer multiple of the frame length. At the end of each
prove that the proposed algorithm maximizes aimum

. frame, the PEC of each user is decremented by one, except

Average Throughpun a MIMO'B_C' . for the user which is served during that frame. For this user,

The rest of the paper is organized as follows. In section lhe pEC js set taD at the start of the next frame. Therefore,
the system model is introduced and the proposed algoritQg} o usersy < D (Fig. 1). Since the channel model is
is described. Section I_II is deyoted to thg asymptotic asialy independent block fading, and the network topology and the
of the proposed algorithm. Finally, section IV concludes thproposed scheduling algorithm are symmetric with respect t
paper. ] . o the users, it can be easily shown that there exists a steaidy st

Throughout_ this paper, the Hermitian operation Is denotegy the system (no matter what the initial state is), in which
by (.), notation ‘log” is used for the natural logarithm, ande statistical behavior of the users' PECs is independént o
the rates are expressedfiats For any functionsf(IV) and  he time index. All the results derived in this paper are Hase
g(N), f(N) = O(g(N)) is equivalent tolimy . % < on the assumption that the system is in the steady state.
s, f(N) = o(g(N)) is equivalent tolimy %’ _ In this paper, we are interesteq in maximizing thm.ugii-
B _ _ _ o put andfairnessin ti_ie network. First, we give the definitions
f(N) =0©(g(N)) is equivalent tolimy .o <757 = ¢, Where  of throughputand fairess
0 < c< oo, f(N) ~ g(N) is equivalent tolimy . £ =

- . . F(N) 9(N) INote that the power constraint herepier frame i.e, is independent of the
1, and f(N) 2 g(N) is equivalent tdimy . s = L channel realizations.




D such that Pf#} — 0. To this end, the probability mass
function (pmf) ofv, denoted ag, (.), is characterized in terms

k=1 k=2 ' k=K of D, K, and7. Itis interesting to investigate the possibility of
i—; ) ) L ) achieving the maximum throughput and fairness of the system
simultaneously, which is performed in the following theore
— vi(j+1 v(j+1 e e k(7 +1 . .
A Theorem 1 Using the proposed algorithm, for the values of
: : T satisfying
—o00 <u(j) < D, Yk, j

Vi, vk(j) # vi(j), for i # k

P
Vi3 1) =1 o 0, 43+ 1) = D, 77 log K — (M +1)loglog K] < T <
where s is the user which is serviced during the jth frame P
i [log K — (M +0.5) loglog K], 4)
Fig. 1. A Schematic figure for thexpiry countdown
one can simultaneously achieve:

I- Maximum Throughput:
Definition 1 Thethroughput is defined as the average sum-

rate of the system, when the average is computed over all the lim Ceym — R =0, (5)
channel realizations. Koo

in which Cy,,, denotes the maximum achievable sum-rate in
Definition 2 Consider a schedulings. Then, theFairness the MIMO-BC andR denotes the achievable sum-rate of the
Factor (FF) for this scheduling is defines as proposed algorithm, and
MDuin() II- Maximum Fairness:

FF(6) 2 : )
K lim —= =1, (6)

where D,,;, (&) denotes the minimum value &f such that K—oo K

Pr{#} — 0, using scheduling. while P{ %} — 0 (or equivalentlylimy .., FF = 1).

Definition 3 A schedulingS is said to achieve the maximum Proof - The steps of the proof are as follows: in Lemma

fairness, ifFF (&) =1 2. 1, we study the behavior of,(l) and derive a difference
equation satisfied by, ({). In Lemma 2, we derive an explicit

B. Proposed Scheduling Algorithm solution for this difference equation. Based on this sohti

The proposed scheduling algorithm is described as follows: Lemma 3, we present a sufficient condition such that the

conditionslimx .. 42 = 1 and P{#} — 0 are satisfied

1) Set the threshold. simultaneously. Finally, the theorem is proved by deriving
2) The BS selects\/ orthogonal unit vectors, denoted bylower—bound on the achievable sum-rate based on the tHdesho

&,,---, &), randomly, and sends it to all users. level given in (4), which is performed in Lemma 4. For the
3) Among each of the following sets: proof of the lemmas, the reader is referred to [24].

_ (m) _
Sm={kl SINRT>T} m=1-- M, @) |emmai Defining Dy = D — VKng(ng — 1), where

the BS serves the user with the, minimym PEC. In theo = 3(log K)*, for Do < 1 < D, we havef,(l) =
above equation, S”\‘F) a 1+thk§ﬁ§| — is the 4 [1+0(1/K)], and forl < Dy, f,(I) satisfies the following

; ; gpm AR TG ngfference equation:
received Signal to Interference plus Noise Ratio (SIN

on themth transmitted beam, by thieth user. (K-
’ L) = fl=1) = nf,()e”E-VPEO 11 L O1/VE
As can be observed, this algorithm is a variant of Randonjwc-( )= I ) nfu(l)e 1/ )]

Beam-Forming scheme proposed in [23], where the PEC is ()
considered in the scheduling. My .
wherep = uirﬁ n = Mp, and F,(.) denotes the CDF
[1l. ASYMPTOTIC ANALYSIS of v.

In this section, we analyze the network dropping probahilit )
denoted as REZ}, in terms of the number of usefs, and the SKetch of the Proof -The key step in the proof of Lemma 1
delay constrainD, for the proposed scheduling. We considef the following equation, which is proved in [24]:
the asymptotic case d — oo and derive the condition for Fol=1) = £, (1) (1 = PHZilvw = 1)) , ®)
2This definition is motivated by the fact that for Round-Robitheduling

(which is known to be the most fair scheduling), assuming fifausers are where Z, den_OteS the event that ugeis served. In the region
served in each frame),in = [£1. Dy <1< D, it can be shown that PZ|v, =1} = 0(%).



In the regionl < Dy, Q(1) £ Pr{2%|vx = 1} can be written us define the “average throughput” of uskr(normalized per
as channel use) ad

K A
K -1 n K—n Tk =reRy. 15
a0 = v (3 0)) () (- ) e, L o
n=1 Then, for any scheduling scheme, any rate vedir=
(9) (Ri,---,Rk) inside the capacity region (decoding error

approaches zero), and for any PAR vectoe (ry,--- ,7x)
whereg,(n,1) < P(n.1) < gu(n.1), and inside the stability region [25] (Pf%} — 0), one has
n—1 iM
i G- +%), n<n M loglog K
Gu (TL7 l) - { {I - ( ( ) ® ) n > TLE ’ (10) 3min = mkin Sk 5 %7 (16)

1 - which is achievable by the proposed algorithm.
OHi:I (GV(Z) - 7) , n<mng (11)

n>ng Proof - Necessary Condition €onsider a long interval of

time T'. Defining A (t) as the indicator variable taking one
where G, (I) £ 1 — F,(l), the complementary CDF of. when the usek is served during the frameg and taking zero
Substituting the above upper-bound and lower-bounds in (8therwise, we have
after some manipulations Lemma 1 is proved. (for the detaile K

proof the reader is referred to [24]). ZAk(t)Rk < Coum, VE1<t<T. (17)

k=1
Lemma 2 The solution to t_he difference equation (7), in th%he above equation comes from the fact that the rates
asymptotic case ok — oo, is (R1,---,Rk) must be inside the capacity region of MIMO-

¢ o(K=1pgp(l—Do) BC. Taking the summation with respecttpwe can write
ful) = LE=22 1<D (12)
v 1 + e(K—1)pee(i—Do) 0> T K
Z Z -Ak (t)Rk < CsumT- (18)
for somep = 7 {1+O<\/%)]. =1 k=1

Since P{A} — 0, the arrival rate of the packets must be

Lemma 3 Setting Dy = 2 (K —1) + 2K for somey less than or equal to their service rate, over a long period
7 . ’ . of time, almost surely. In other word$, " 1AR@) 2 Try
— _1 il . s it— ~ L]
Suc_h t-hatg'a " P;DO (\/?)} yields PA%} — 0, while Vk,1 < k < K, with probability one. Substituting in the above
satisfyinglimg .o 5= = 1. equation yields
K K
Lemma 4 The achievable sum-rate of the proposed algorithm _ <
can be lower-bounded as ;Tk N ; nRe S Coum
R = Mlog(1+ 1) [1—|0 (=) || (13) W Miog(y-log ), (19)

Noting the facts thatCeu,, = Mlog(l + L log K + where(a) comes from [23]. Combining (15) and (19), yields
O(loglog K)) [23], andY > L [log K — (M + 1) loglog K],

K
we have g < Dke1 T
- K
Combining the above equation with Lemma 3 completes the M loglog K
proof of Theorem 1. ~ g (20)

Sufficient Condition -Consider the proposed algorithm,

h . in which the inf . with the condition of Theorem 1, i.ef[log K — (M +
Theorem 2 Consider a MIMO-BC, in which the in ormatlonl)loglogK] < T < E[logK ~ (M +0.5) loglog K]. It is

_data dellveret_i to the users are put in pacl_<ets, which areedtorre lized from Lemmg[?, that selecting — % for all users,
in the transmitter buffer and each packet is mapped to a cod ereD is obtained as follows:

frame, consisting ofi channel uses, and transmitted over the

channel. Assume that the Packet Arrival Rate (PAR) for kser p=F (K —1)+ log K
to be fixed and equal ta, (measured as the number of arrived ¥

packets per unit time, i.e., one frame duration), the amaint 3This definition is motivated by the fact that there is a timéageof TL

'nform"’_ltlon in each packet_ of that user to b&;,, and the peyyeen two consecutive packets of useand as a result, the average amount
transmitter has the buffer size of one packet for each ustr. lof information per channel use delivered to ukeis equal tor, Ry

K
+9VEK([log K]* ~ I



guarantees BPA} — 0. Furthermore, the channel can support3]
the rate

P
Ry = log 1+M(1ogK7(M+1)1oglogK) , [4]

for all users, with probability one. Hence, [5]
log [1 4+ 47 (log K — (M + 1)loglog K)]
D

‘Imin =

(6]
M loglog K

i 21)

(7]

|

In the above theorem, thminimum average throughput [g]
denoted by ..y, is defined as the measure of performance.
The average throughput itself can be interpreted as thegeer [9]
amount of information (per channel use) delivered to a user
over a long period of time. This measure is suitable for th[&eo]
real-time applications, where the packets have certainuamo
of information and certain arrival rates. Note that in Thesor

A. Jalali, R. Padovani, and R. Pankaj , “Data throughput o
CDMA/HDR: A high efficiency, high data rate personal wiredesys-
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May 2000.
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R. A. Berry and R. G. Gallager, “Communication over faglichannels
with delay constraints,TEEE Trans. Inform. Theoryol. 48, pp. 1135—
1149, May 2002.

M. Andrews, K. Kumaran, K. Ramanan, A.L. Stoylar, R. Vigkumar
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link,” IEEE Commun. Mag.vol. 39, pp. 150-154, Feb. 2001.

R. Srinivasan and J. S. Baras, “Understanding the icdid®etween
multiuser diversity gain and delay - an analytical apprgadEEE
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2, we have assumed that the users have the buffer Slze of d;:]g, D. Wu and R. Negl y “UtIIIZIng multiuser leerS|ty for fi€ient support of

which is a very restrictive assumption in wireless networks
For the realistic scenarios, this constraint is more relaxg12]
However, since we have shown the optimality of our proposed
scheduling for this assumption, it easily follows that this
optimality holds for more relaxed assumptions, as well.  [13]
Remark -An interesting observation of Theorem 2 is that
the proposed algorithm reaches the boundaries odipacity
region and stability regionof the network (on the line [14]
= rg), Simultaneously, in the asymptotic case 0{15]

’]"2:...
K — oc.

IV. CONCLUSION [16]

In this paper, a MIMO Broadcast Channel (MIMO-BC) with
large (K) number of users has been considered. It is assun}e%
that all users have a hard delay constrdintWe have pro-
posed a scheduling algorithm for maximizing the throughput
of the system, while satisfying the delay constraint for alf8!
users. It is proved that by using the proposed algorithns it i
possible to achieve the maximum throughput and maximum
fairness in the network, simultaneously, in the asympicaige (1]
of K — oco. We have introduced a new performance metrigy,
in the network, called “Minimum Average Throughput”, and
proved that the proposed algorithm is capable of maximizing
the minimum average throughpuh a MIMO-BC, in the o
asymptotic case of{ — oo. Finally, it is established that
the proposed algorithm reaches the boundaries odipacity
region and stability regionof the network, simultaneously, in
the asymptotic case of — oo.
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