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Abstract—This paper studies the setup of a multiple-relay
network in which K half-duplex multiple-antenna relays assist
in the transmission between a/several multiple-antenna source(s)
and a multiple-antenna destination. Each two nodes are as-
sumed to be either connected through a quasi-static Rayleigh
fading channel, or disconnected. This paper is comprised of
two parts. In this part of the paper, we propose a new
scheme, which we callrandom sequential (RS), based on the
amplify-and-forward relaying. We derive diversity-multi plexing
tradeoff (DMT) of the proposed RS scheme for general single-
antenna multiple-relay networks. As a result, we show that for
single-antenna two-hop multiple-access multiple-relay (K > 1)
networks (without direct link between the source(s) and the
destination), the proposed RS scheme achieves the optimum
DMT. However, for the case of multiple access single relay setup,
we show that the RS scheme reduces to the naive amplify-and-
forward relaying and is not optimum in terms of DMT, while the
dynamic decode-and-forward scheme is shown to be optimum
for this scenario 1.

I. I NTRODUCTION

In recent years, relay-assisted transmission has gained
significant attention as a powerful technique to enhance the
performance of wireless networks, combat the fading effect,
extend the coverage, and reduce the amount of interference
due to frequency reuse. More recently, cooperative diversity
techniques have been proposed as candidates to exploit the
spatial diversity offered by the relay networks (for exam-
ple, see [2]–[5]). A fundamental measure to evaluate the
performance of the existing cooperative diversity schemes
is the diversity-multiplexing tradeoff (DMT) which was first
introduced by Zheng and Tse in the context of point-to-point
MIMO fading channels [6]. Roughly speaking, the diversity-
multiplexing tradeoff identifies the optimal compromise be-
tween the “transmission reliability” and the“data rate” inthe
high-SNR regime.

The DMT of relay networks was first studied by Laneman
et al. in [2] for half-duplex relays. In this work, the authors
prove that the DMT of a network with single-antenna nodes,
composed of a single source and a single destination assisted

1The materials of this paper are reported in [1].

with K half-duplex relays, is upper-bounded by2

d(r) = (K + 1)(1 − r)+. (1)

The authors in [2] also suggest two protocols based on
decode-and-forward (DF) and amplify-and-forward (AF)
strategies for a single-relay system with single-antenna nodes.
In both protocols, the relay listens to the source during the
first half of the frame, and transmits during the second half.
To improve the spectral efficiency, the authors propose an
incremental relaying protocol in which the destination sends
a single bit feedback to the source and to the relay to clarify
if it has decoded the source’s message or needs help from
the relay for this purpose. However, none of the proposed
schemes are able to achieve the DMT upper-bound.

The non-orthogonal amplify-and-forward (NAF) scheme,
first proposed by Nabaret al. in [7], has been further studied
by Azarianet al. in [3]. In addition to analyzing the DMT of
the NAF scheme, reference [3] shows that NAF is the best
in the class of AF strategies for single-antenna single-relay
systems. The dynamic decode-and-forward (DDF) scheme
has been proposed independently in [3], [8], [9] based on the
DF strategy. In DDF, the relay node listens to the sender until
it can decode the message, and then re-encodes and forwards
it to the destination in the remaining time. Reference [3]
analyzes the DMT of the DDF scheme and shows that it
is optimal for low rates in the sense that it achieves (1)
for the multiplexing gains satisfyingr ≤ 0.5. However,
for higher rates, the relay should listen to the source for
most of the time, reducing the spectral efficiency. Hence,
the scheme is unable to follow the upper-bound for high
multiplexing gains. More importantly, the generalizations of
NAF and DDF for multiple-relay systems fall far from the
upper-bound, especially for high multiplexing gains.

Yukselet al. in [4] apply compress-and-forward (CF) strat-
egy and show that CF achieves the DMT upper-bound for the
multiple-antenna half-duplex single-relay system. However,
in their proposed scheme, the relay node needs to know the

2Throughout the paper, for any real valuea, a+ ≡ max {0, a}.



CSI of all the channels in the network which may not be
practical.

Most recently, Yanget al. in [10] propose a class of AF
relaying scheme called slotted amplify-and-forward (SAF)
for the case of half-duplex multiple-relay (K > 1) and single
source/destination setup. In SAF, the transmission frame is
divided into M equal length slots. In each slot, each relay
transmits a linear combination of the previous slots. More-
over, the authors in [10] propose a half-duplex sequential
SAF scheme. In the sequential SAF scheme, following the
first slot, in each subsequent slot, one and only one of the
relays is permitted to transmit an amplified version of the
signal it has received in the previous slot. By doing this, the
different parts of the signal are transmitted through different
paths by different relays, resulting in some form of spatial
diversity. However, [10] could only show that the sequential
SAF achieves the MISO upper-bound for the setup of non-
interfering relays, i.e. when the consecutive relays (ordered
by transmission times) do not cause any interference on one
another.

In this two-part paper, we propose a new scheme, which
we call random sequential (RS), based on the amplify-
and-forward relaying for general multiple-antenna multi-hop
networks. The key elements of the proposed scheme are: 1)
signal transmission through sequential paths in the network,
2) path timing such that no non-causal interference is caused
from the transmitter of the future paths on the receiver of the
current path, 3) multiplication by a random unitary matrix at
each relay node, and 4) no signal boosting in amplify-and-
forward relaying at the relay nodes, i.e. the received signal
is amplified by a scalar with the absolute value of at most
1. Furthermore, each relay node only needs to knows the
signal-to-noise ratio of its corresponding receiving channel
and the destination is assumed to know the equivalent end-
to-end channel. In the first part of the paper, we derive the
DMT of the RS scheme for general single-antenna multiple-
relay networks. Specifically, we derive: 1) the exact DMT
of the RS scheme under the condition of “non-interfering
relaying”, and 2) a lower-bound on the DMT of the RS
scheme (no conditions imposed). Finally, we prove that for
single-antenna multiple-access multiple-relay networks(with
K > 1 relays) when there is no direct link between the
sources and the destination and all the relays are connected
to the source and to the destination, the RS scheme achieves
the optimum DMT. However, for two-hop multiple-access
single-relay networks, we show that the proposed scheme is
unable to achieve the optimum DMT, while the DDF scheme
is shown to perform optimum in this scenario.

The rest of the paper is organized as follows. In section II,
the system model is introduced. In section III, the proposed
random sequential scheme (RS) is described. Section IV is
dedicated to the DMT analysis of the proposed RS scheme.
Finally, section V concludes the paper.

A. Notations

Throughout the paper, capital bold letters represent matri-
ces, while lowercase bold letters and regular letters represent
vectors and scalars, respectively.‖v‖ denotes the norm of
vectorv while ‖A‖ represents the Frobenius norm of matrix
A. |A| denotes the determinant of matrixA. The notation
A 4 B is equivalent toB − A is a positive semi-definite
matrix. Motivated by the definition in [6], we define the
notationf(P )

.
= g(P ) aslimP→∞

f(P )
log(P ) = limP→∞

g(P )
log(P ) .

Similarly, f(P )≤̇g(P ) andf(P )≥̇g(P ) can be defined.

II. SYSTEM MODEL

The setup in this two-part paper consists ofK relays
assisting the source and the destination in the half-duplex
mode, i.e. at a given time, the relays can either transmit
or receive. Each two nodes are assumed either i) to be
connected by a quasi-static flat Rayleigh-fading channel,
i.e. the channel gains remain constant during a block of
transmission and change independently from block to block;
or ii) to be disconnected, i.e. there is no direct link between
them. Hence, the undirected graphG = (V, E) is used to
show the connected pairs in the network3. The node set is
denoted byV = {0, 1, . . . , K + 1} where thei’th node is
equipped withNi antennas. Nodes0 andK + 1 correspond
to the source and the destination nodes, respectively4. The
received and the transmitted vectors at thek’th node are
shown byyk and xk, respectively. Hence, at the receiver
side of thea’th node, we have

ya =
∑

{a,b}∈E

Ha,bxb + na,

whereHa,b shows theNa×Nb Rayleigh-distributed channel
matrix between thea’th and the b’th nodes andna ∼
N (0, INa

) is the additive white Gaussian noise. We assume
reciprocal channels between each two nodes. Hence,Ha,b =
HT

b,a. However, it can be easily verified that all the statements
of the paper are valid under the non-reciprocity assumption.
In the scenario of single-antenna networks studied in the
first part of the paper, the channel between nodesa and
b is denoted byh{a,b} to emphasize both the SISO and
the reciprocally assumptions. As in [3], [10], each relay is
assumed to know the signal-to-noise ratio of its incoming
channel, and moreover, the destination knows the equivalent
end-to-end channel. Hence, unlike the CF scheme in [4], no
CSI feedback is needed. All nodes have the same power
constraint,P . Finally, we assume that the topology of the
network is known by the nodes such that they can perform
a distributed AF strategy throughout the network.

In the first part of the paper, we consider the scenario in
which nodes with a single antenna are used. Moreover, in
Theorems 2, 3, 5, and 6, where we address DMT optimality

3Note that however, in Remarks 2 and 3, the directed graph is considered.
4Throughout the paper, it is assumed that the network consists of one

source. However, in Theorems 5 and 6, we study the case of two-hop
multiple sources single destination scenario.



of the RS scheme, we assume that there is no direct link
between the source(s) and the destination. This assumption
is reasonable when the source and the destination are far
from each other and the relay nodes establish the connection
between the end nodes. Moreover, we assume that all the
relay nodes are connected to the source and to the destination
through quasi-static flat Rayleigh-fading channels. Hence, the
network graph is two-hop. In specific, we denote the output
vector at the source asx, the input vector and the output
vector at thek’th relay asrk and tk, respectively, and the
input at the destination asy.

III. R ANDOM SEQUENTIAL AMPLIFY-AND-FORWARD

RELAYING SCHEME

In the proposed RS scheme, a sequenceP ≡
(p1, p2, . . . , pL) of L paths5 originating from the source
and ending at the destination with the length(l1, l2, . . . , lL)
are involved in connecting the source to the destination
sequentially (pi(0) = 0, pi(li) = K + 1). Note that any path
p of G can be selected multiple times in the sequence.

Furthermore, the entire block of transmission is divided
into S slots, each consisting ofT ′ symbols. Hence, the entire
block consists ofT = ST ′ symbols. Let us assume the source
intends to send information to the destination at a rate ofr
bits per symbol. To transmit a messagew, the source selects
the corresponding codeword from a Gaussian random code-
book consisting of2ST ′r elements each of with lengthLT ′.
Starting from the first slot, the source sequentially transmits
the i’th portion (1 ≤ i ≤ L) of the codeword through the
sequence of relay nodes inpi. More precisely, a timing
sequence{si,j}

L,li
i=1,j=1 is associated with the path sequence.

The source sends thei’th portion of the codeword in the
si,1’th slot. Following the transmission of thei’th portion of
the codeword by the source, in thesi,j ’th slot, 1 ≤ j ≤ li,
the nodepi(j) receives the transmitted signal from the node
pi(j − 1). Assumingpi(j) is not the destination node, i.e.
j < li, it multiplies the received signal in thesi,j ’th slot by a
Npi(j)×Npi(j) random, uniformly distributed unitary matrix
Ui,j which is known at the destination side, amplifies the
signal by the maximum possible coefficientαi,j considering
the output power constraintP and αi,j ≤ 1, and transmits
the amplified signal in thesi,j+1’th slot. Furthermore, the
timing sequence{si,j} should have the following properties

(1) for all i, j, we have1 ≤ si,j ≤ S.
(2) for i < i′, we havesi,1 < si′,1 (the ordering assump-

tion on the paths)
(3) for j < j′, we have si,j < si,j′ (the causality

assumption)
(4) for all i < i′ and si,j = si′,j′ , we have

{pi(j), pi′ (j
′ − 1)} /∈ E (no noncausal interference

assumption). This assumption ensures that the signal

5Throughout the paper, a pathp is defined as a sequence of the graph
nodes(v0, v1, v2, . . . , vl) such that for anyi, {vi, vi+1} ∈ E, and for
all i 6= j, we havevi 6= vj . The length of the path is defined as the total
number of edges on the path,l. Furthermore,p(i) denotes thei’th node that
p visits, i.e.p(i) = vi.
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Fig. 1. An example of a 3 hops network whereN0 = N5 = 2, N1 =
N2 = N3 = N4 = 1.

Time 1 2 3 4 5 6 7

p1 (0, 1) (1, 3) (3, 5) — — — —
p2 — (0, 2) (2, 4) (4, 5) — — —
p3 — — — (0, 1) (1, 4) (4, 5) —
p4 — — — — (0, 2) (2, 3) (3, 5)

TABLE I
ONE POSSIBLE VALID TIMING FORRS SCHEME WITH THE PATH

SEQUENCEP1 = (p1, p2, p3,p4).

of the future paths causes no interference on the output
signal of the current path.

At the destination, having received the signal of all paths,
the decoder decodes the transmitted messagew based on the
signal received in the time slots{si,li}

L

i=1. As we observe
in the sequel, the fourth assumption on{si,j} converts the
equivalent end-to-end channel matrix to lower-triangularin
the case of single-antenna nodes, or to block lower-triangular
in the case of multiple-antenna nodes.

An example of a three-hop network consisting ofK =
4 relays is shown in figure (1). Consider the four paths
p1 = (0, 1, 3, 5), p2 = (0, 2, 4, 5), p3 = (0, 1, 4, 5) and
p4 = (0, 2, 3, 5) connecting the source to the destination.
Assume the RS scheme is performed with the path sequence
P1 ≡ (p1, p2, p3, p4). Table I shows one possible valid
timing sequence associated with RS scheme with the path
sequenceP1. As observed, for every1 ≤ i ≤ 3, signal of
the i’th path interferes on the output signal of thei + 1’th
path. However, no interference is caused by the signal of
future paths on the outputs of the current path. The timing
sequence corresponding to Table I can be expressed as
si,j = i + ⌊ i

3⌋ + j − 1 and the scheme uses7 number of
slots, i.e.S = 7.

As an another example, consider RS scheme with the

Time 1 2 3 4 5 6

p1 (0, 1) (1, 3) (3, 5) — — —
p2 — (0, 2) (2, 4) (4, 5) — —
p1 — — (0, 1) (1, 3) (3, 5) —
p2 — — — (0, 2) (2, 4) (4, 5)

TABLE II
ONE POSSIBLE VALID TIMING FORRS SCHEME WITH THE PATH

SEQUENCEP2 = (p1, p2, p1,p2).



path sequenceP2 ≡ (p1, p2, p1, p2). Table II shows one
possible valid timing-sequence for the RS scheme with the
path sequenceP2. Here, we observe that the signal on every
path interferes on the output of the next two consecutive
paths. However, like the scenario withP1, no interference is
caused by the signal of future paths on the output signal of
the current path. The timing sequence corresponding to Table
II can be expressed assi,j = i + j − 1 and it results in the
total number of transmission slots equal to6, i.e. S = 6.

It is worth noting that to achieve higher spectral effi-
ciencies (corresponding to larger multiplexing gains), itis
desirable to have larger values forL

S
. Indeed,L

S
→ 1 is the

highest possible value. However, this can not be achieved in
some graphs. On the other hand, to achieve higher reliability
(corresponding to larger diversity gains between the end
nodes), it is desirable to utilize more paths of the graph in
the path sequence. It is not always possible to satisfy both of
these objectives simultaneously. As an example, consider the
3-hop network in figure (1). As we will see in Part II of the
paper, the RS scheme corresponding to the path sequence
P1 achieves the maximum diversity gain of the network,
d = 4. However, it can easily be verified that no valid timing-
sequence can achieve fewer number of transmission slots than
the one shown in Table I. Hence,L

S
= 4

7 is the best RS
scheme can achieve withP1. On the other hand, consider the
RS scheme with the path sequenceP2. Although, as seen in
Part II of the paper, the scheme achieves the diversity gain
d = 2 which is below the maximum diversity gain of the
network, it utilizes fewer number of slots compared to the
case using the path sequenceP1. Indeed, it achievesL

S
= 4

6 .

IV. D IVERSITY-MULTIPLEXING TRADEOFF

A. Non-Interfering Relays

In this subsection, we derive the exact DMT of the
RS scheme in general single-antenna multi-hop relay net-
works under the condition that there exists neither causal
nor noncausal interference between the signals transmitted
over different paths. More precisely, we assume the timing
sequence is designed such that ifsi,j = si′,j′ , then we
have{pi(j), pi′ (j

′ − 1)} /∈ E. This assumption is stronger
than the fourth assumption on the timing sequence (here the
conditioni < i′ is omitted). We call this the “non-interfering
relaying” condition. Under this condition, as there existsno
interference between signals over different paths, we can
assume that the amplification coefficients take values greater
than one, i.e. the constraintαi,j ≤ 1 can be omitted.

First, we need the following definition.

Definition 1 For a network with the connectivity graphG =
(V, E), a cut-set onG is defined as a subsetS ⊆ V such that
0 ∈ S, K + 1 ∈ Sc. The weight of the cut-set corresponding
to S, denoted byw(S), is defined as

wG(S) =
∑

a∈S,b∈Sc,{a,b}∈E

Na × Nb. (2)

Theorem 1 Consider a half-duplex single-antenna multiple-
relay network with the connectivity graphG = (V, E).
Assuming “non-interfering relaying”, the RS scheme with
the path sequence(p1, p2, . . . , pL) achieves the diversity
gain corresponding to the following linear programming
optimization problem

dRS,NI(r) = min
µ∈R̂

∑

e∈E

µe, (3)

whereµ is a vector defined on edges ofG andR̂ is a region
of µ defined as

R̂ ≡

{

µ

∣

∣

∣

∣

∣

0 ≤ µ ≤ 1,

L
∑

i=1

max
1≤j≤li

µ{pi(j),pi(j−1)} ≥ L − Sr

}

Furthermore, the DMT of the RS scheme is always upper-
bounded as

dRS,NI(r) ≤ (1 − r)+ min
S

wG(S), (4)

where S is a cut-set onG. Finally, for any grpahG, by
properly selecting the path sequence, the RS scheme under
“non-interfering relaying” constraint can achieve

dRS,NI(r) ≥ (1 − lGr)+ min
S

wG(S), (5)

whereS is a cut-set onG and lG is the maximum path length
between the source and the destination.

Proof: See [1].
Remark 1-In scenarios where the minimum-cut onG is

achieved by a cut of the MISO or SIMO form, i.e., the edges
that cross the cut are either originated from or destined to the
same vertex, the upper-bound on the diversity gain of the RS
scheme derived in (4) meets the information-theoretic upper-
bound on the diversity gain of the network. Hence, in this
scenario, any RS scheme that achieves (4) indeed achieves
the optimum DMT.

Remark 2-In general, the upper-bound (4) can be achieved
for various certain graph topologies by wisely designing the
path sequence and the timing sequence. One example is the
case of the layered network [11] in which all the paths from
the source to the destination have the same lengthlG. Let
us assume that the relays are allowed to operate in the full-
duplex manner.

B. General Case

In this section, we study the performance of the RS scheme
in general single-antenna multi-hop wireless networks and
derive a lower bound on the corresponding DMT. First, we
show that the RS scheme can achieve the optimum DMT for
the single-antenna parallel-relay networks where there exists
no direct link between the source and the destination. Then,
we generalize the statement and provide a lower-bound on
the DMT of the RS scheme for the more general case.

As stated in the section “System Model”, throughout the
two-hop network analysis, we slightly modify our notations
to simplify the derivations. Specifically, the output vector at



R1

R2

R4

Rx
Tx

R3

Fig. 2. An example of the half-duplex parallel relay networksetup, relay
nodes{1, 2} are disconnected from relay nodes{3, 4}.

the source, the input and the output vectors at thek’th relay,
and the input vector at the destination are denoted asx, rk,
tk andy, respectively.hk andgk represent the channel gain
between the source and thek’th relay and the channel gain
between thek’th relay and the destination, respectively.(k)
and (b) are defined as(k) ≡ ((k − 2) mod K) + 1 and
(b) ≡ b − ⌊ (k)

K
⌋. Finally, i(k), nk, z, and αk denote the

channel gain between thek’th and the(k)’th relay nodes,
the noise at thek’th relay and at the destination, and the
amplification coefficient at thek’th relay.

Figure (2) shows a realization of this setup with4 relays.
As observed, the relay set{1, 2} is disconnected from the
relay set{3, 4}.

Theorem 2 Consider a single-antenna half-duplex parallel
relay network withK > 1 relays where there is no direct
link between the source and the destination. However, any
pairs of relays can interfere on each other. Consider the RS
scheme withL = BK, S = BK + 1, the path sequence

Q ≡ (q1, . . . , qK , q1, . . . , qK , . . . , q1, . . . , qK)

where qk ≡ (0, k, K + 1) and the timing sequencesi,j =
i + j − 1. The RS scheme achieves the optimum DMT which
is dopt(r) = K(1 − r)+ as B → ∞.

Proof: First, notice that according to the timing sequence
design, when the source is sending signal to thek’th relay in a
time-slot, just the(k)’th relay is simultaneously transmitting
and interferes at thek’th relay side. For the sake of simplicity,
throughout the proof of the theorem, we assume that all
the relays interfere with each other. It can easily be verified
that statements is yet valid for having any set of relay pairs
interfering on each other.

Hence, at thek’th relay, we have

rk = hkx + i(k)t(k) + nk.

According to the output power constraint, the amplification

coefficient is bounded asαk ≤
√

P

P
“

|hk|
2+|i(k)|

2
”

+1
. How-

ever, according to the signal boosting constraint imposed on

the RS scheme, we have|αk| ≤ 1. Hence, the amplification
coefficient is equal to

αk = min











1,

√

√

√

√

P

P
(

|hk|
2 +

∣

∣i(k)

∣

∣

2
)

+ 1











.

In this manner, it is guaranteed that the noise terms of the
different relays are not boosted throughout the network. This
is achieved at the cost of working with the output power less
thanP .

Let us definexb,k, rb,k, tb,k, . . . as the portion of signals
that is sent or received in the(b− 1)K + k’th slot. First, we
show that the entire channel matrix is equivalent to a lower
triangular matrix. At the destination side, we have

yb,k = zb,k + g(k)tb,k = zb,k+

g(k)α(k)









∑

1≤b1≤b,1≤k1≤K
b1K+k1<bK+k

pb−b1,k,k1 (hk1xb1,k1 + nb1,k1)









Here, pb,k,k1 has the following recursive formulap0,k,k =
1, pb,k,k1 = i((k))α((k))p(b),(k),k1

. Defining the squareBK×
BK matricesG = IB ⊗ diag{g1, g2, · · · , gK}, H = IB ⊗
diag{h1, h2, · · · , hK}, Ω = IB ⊗ diag{α1, α2, · · · , αK},
and

F =















1 0 0 0 . . .
p0,2,1 1 0 0 . . .
p0,3,1 p0,3,2 1 0 . . .

...
...

...
...

. . .
pB−1,K,1 pB−1,K,2 . . . p0,K,K−1 1















,

where⊗ is the Kronecker product [12] of matrices andIB

is the B × B identity matrix, the entire channel from the
transmitted symbols to the received symbols ofNK paths is
equal to

y (s) = GΩF (Hx (s) + n (s)) + z (s) . (6)

Here, we observe that the matrix of the entire channel is
equivalent to a lower triangular matrix of sizeBK × BK
for a MIMO system with a colored noise. The probability of
outage of such a channel for the multiplexing gainr (r ≤ 1)
is defined as

P {E} = P
{

log
∣

∣IBK + PHTHH
T P−1

n

∣

∣ ≤ (BK + 1)r log P
}

wherePn = IBK + GΩFFHΩHGH , andHT = GΩFH.
Assume |hk|2 = P−µk , |gk|2 = P−νk , |ik|2 = P−ωk ,
and R as the region inR3K that defines the outage event
E in terms of the vector[µT , νT , ωT ]T , where µ =
[µ1µ2 · · ·µK ]

T
, ν = [ν1ν2 · · · νK ]

T
, ω = [ω1ω2 · · ·ωK ]

T .
The probability distribution function (and also the comple-
ment of the cumulative distribution function) decays expo-
nentially as P−P−δ

for positive values ofδ. Hence, the



outage regionR is almost surely equal toR+ = R
⋂

R
3K
+ .

Now, we have

P {E}
(a)

≤ P

{

|HT |
2 |Pn|

−1 ≤ P−BK(1−r)+r
}

(b)

≤ P

{

−B

K
∑

k=1

(

µk + νk − min
{

0, µk, ω(k)

})

−

BK log(3) + log |Pn|

log (P )
≤ −BK(1 − r) + r

}

(c)

≤̇ P

{

−BK
log
[

3
(

B2K2 + 1
)]

log(P )
+ BK (1 − r)

−r ≤ B

K
∑

k=1

(µk + νk), µk, νk, ωk ≥ 0

}

. (7)

Here,(a) follows from the fact that for a positive semidefinite
matrix A, we have|I + A| ≥ |A| and (b) follows from the
fact that

|αk|
2 = min

{

1,
P

P 1−µk + P 1−ω(k) + 1

}

≥
1

3
min {1, P, Pµk , Pω(k)}

and assumingP is large enough such thatP ≥ 1. Finally,
(c) is proved as follows:

As |αk| ≤ 1, we concludepn,k,k1 ≤ 1. Hence, the
sum of the entries of each row inFFH is less than
B2K2. Now, consider the matrixA , B2K2I − FFH .
From the above discussion, it follows that for everyi, we
have Ai,i ≥

∑

i6=j |Ai,j |. Hence, for every vectorx, we
have xT Ax ≥

∑

i<j |Ai,j |x2
i + |Ai,j |x2

j ± 2|Ai,j |xixj =
∑

i<j |Ai,j | (xi ± xj)
2 ≥ 0, and as a resultA is posi-

tive semidefinite, which implies thatFFH 4 B2K2IBK .
Consequently, we havePn 4 IBK + B2K2GΩΩHGH .
Moreover, Knowing the fact thatP {R}

.
= P {R+}, and

conditioned onR+, one has|gk|2 ≤ 1, which implies that
GGH 4 I. Combining this with the fact thatΩΩH 4 I (as
|αk|2 ≤ 1, ∀k) yields Pn 4 IBK + B2K2GΩΩHGH 4
(

B2K2 + 1
)

IBK . Moreover, conditioned onR+, we have
min

{

0, µk, ω(k)

}

= 0. This completes the proof of(c).

On the other hand, for vectorsµ0, ν0, ω0 ≥ 0, we
haveP

{

µ ≥ µ
0, ν ≥ ν

0, ω ≥ ω
0
} .

= P−1·(µ0+ν
0+ω

0). By
taking derivative with respect toµ, ν, we havefµ,ν(µ, ν)

.
=

P−1·(µ+ν). Definingl0 , −
log[3(B2K2+1)]

log(P ) +(1 − r)− r
BK

,

R̂ ,
{

µ, ν ≥ 0, 1
K

1 · (µ + ν) ≥ l0
}

, the cubeI as I ,

[0, Kl0]
2K , and for 1 ≤ i ≤ 2K, Ic

i , [0,∞)i−1 ×

[Kl0,∞) × [0,∞)2K−i, we observe

P {E}
(a)

≤̇ P{R̂}
(b)

≤

∫

R̂
T

I

fµ,ν (µ, ν) dµdν +

2K
∑

i=1

P

{

[µT , νT ]T ∈ R̂ ∩ Ic
i

}

≤̇ vol(R̂ ∩ I)P−min[µ0|ν0]∈R̂
T

I 1·(µ0+ν0) +

2KP−Kl0

(c).
= P−Kl0

.
= P−[K(1−r)− r

B ]. (8)

Here, (a) follows from (7), (b) results from writingR̂ as
(

R̂
⋂

I
)

⋃

[

⋃M
i=1

(

R̂
⋂

Ic
i

)]

and using the union bound on

the probability, and(c) follows from the fact thatR̂
⋂

I is
a bounded region whose volume is independent ofP . (8)
shows[K(1 − r) − r

B
] is a lower-bound for DMT for finite

value ofB. However, for large values ofB, the lower-bound
converges toK(1 − r)+. On the other hand, according to
the cut-set bound Theorem [13], we know thatK(1 − r)+,
corresponding to the MISO cutset, is an upper-bound for the
DMT of the network. This completes the proof of Theorem
2.

We can easily generalize the argument of Theorem 2 and
provide a lower-bound on the DMT of the RS scheme for
general single-antenna multi-hop multiple-relay networks.

Theorem 3 Consider a half-duplex single-antenna multiple-
relay network with the connectivity graphG = (V, E)
operated under the RS scheme withL paths,S slots, and the
path sequence(p1, p2, . . . , pL). Definingβe for eache ∈ E
as the number of paths in the path sequence that go through
e, then the DMT of the RS scheme is lower-bounded as

dRS(r) ≥
L

max
e∈E

βe

(

1 −
S

L
r

)+

. (9)

Proof: See [1].
Remark 3-It should be noted that (4) is yet an upper-

bound for the DMT of the RS scheme, i.e., even for the
case of interfering relays. This is due to the fact that in
the proof of (4) the non-interfering relaying assumption
is not used. However, by employing the RS scheme with
causal-interfering relaying and applying (9), one can find
a bigger family of graph topologies that can achieve (4).
Such an example is the two-hop relay network studied in
Theorem 2. Another example is the case thatG is a directed
acyclic graph (DAG)6 and the relays are operating in the full-
duplex mode. In order to proof, consider the path sequence
(p̂1, p̂2, . . . , p̂dG) that form the maximum flow of the graph
from the source to the destination. Notice that according to

6A directed acyclic graphG is a directed graph that has no directed cycles.



the Ford-Fulkerson Theorem, we knowdG = minS wG(S).
Consider the RS scheme withL = L0dG paths such that each
p̂i is usedL0 times in the path sequence. More precisely,
p(i−1)L0+j , p̂i, 1 ≤ j ≤ L0. Now, consider the path

sequencesi,j = i + j − 1 +

⌈ i

L0
⌉−1
∑

k=1

l̂k where l̂k denotes the

length of p̂k. As a result,S = L +
∑dG

i=1 li. Here, it is easy
to verify that only non-causal interference exists between
the signals corresponding to different paths. However, by
considering the paths in the reverse order or equivalently
reversing the time axis, the paths can be observed with
the causal interference. Hence, the result of Theorem 3
is still valid for such paths. Here, knowing that for all
e ∈ E, we haveβe ∈ {0, L0} and applying (9), we have

dRS(r) ≥ dG

(

1 − r −
PdG

i=1 li
L0dG

)+

which achieves (4) for

asymptotically large values ofL0. This fact is also observed
by [14] independently.

C. Multiple-Access Parallel Relay Scenario

In this subsection, we generalize the result of Theorem
2 to the multiple-access scenario aided by multiple/single
half-duplex relay nodes. Here, similar to Theorem 2, we
assume that there is no direct link between each source and
the destination. However, no restriction is imposed on the
induced subgraph ofG on the relay nodes.

We first consider the multiple relays (K > 1) scenario. As-
suming havingM sources, we show that for the rate sequence
r1 log(P ), r2 log(P ), . . . , rM log(P ), in the asymptotic case
of B → ∞ (B is the number of sub-blocks), the RS scheme
achieves the diversity gaindRS,MAC(r1, r2, . . . , rM ) =

K
(

1 −
∑M

m=1 rm

)+

, which is shown to be optimum due
to the cut-set bound on the cutset between the relays and
the destination. Here, the RS scheme is applied with the
same path sequence and timing sequence as in the case of
Theorem 2. However, it should be mentioned that in the
current case, during the slots that the source is supposed to
transmit the signal, i.e. in thesi,1’th slot, all the sources send
their signals coherently. Moreover, at the destination side,
after receiving theBK vectors corresponding to the outputs
of theBK paths, the destination node decodes the messages
ω1, ω2, . . . , ωK by joint-typical decoding of the received
vectors in the correspondingBK slots and the transmitted
signal of all the sources, i.e., in the same way that joint-
typical decoding works in the multiple access setup [13].

Theorem 4 Consider a multiple-access channel consisting
of M sources aided byK > 1 half-duplex relays. Assume
there exists no direct link between the sources and the
destination. The RS scheme with the path sequence and
timing sequence defined in Theorem 2 achieves the diversity

gain of

dRS,MAC(r1, r2, . . . , rM ) ≥ K

(

1 −
1 + KB

KB

M
∑

m=1

rm

)+

(10)
wherer1, r2, . . . , rM are the multiplexing gains correspond-
ing to users1, 2, . . . , M . Moreover, asB → ∞, it achieves
the optimum DMT which isdopt,MAC(r1, r2, . . . , rM ) =

K
(

1 −
∑M

m=1 rm

)+

.

Proof: See [1].
Remark 4-The argument of Theorem 4 is valid for the

general case in which any arbitrary set of relay pairs are
non-interfering.

Remark 5-In the symmetricsituation for which the mul-
tiplexing gains of all the users are equal to sayr, the lower-
bound in (10) takes a simple form. First, we observe that
the maximum multiplexing gain which is simultaneously
achievable by all the users is1

M
· BK
BK+1 . Noting that no signal

is sent to the destination in 1
BK+1 portion of the time, we

observe that the RS scheme achieves the maximum possible
symmetric multiplexing gain for all the users. Moreover, from
(10), we observe that the RS scheme achieves the maximum
diversity gain ofK for any finite value ofB, which turns
out to be tight as well.

Next, we consider the special scenario of multiple-access
single-relay (K = 1) network. Here, the RS scheme is
reduced to the simple amplify-and-forward relaying in which
the relay listens to the source in the first half of the frame
and transmits the amplified version of the received signal in
the second half. However, AF relaying no longer achieves the
optimum DMT. On the other hand, we show that the DDF
scheme achieves the optimum DMT for this scenario.

Theorem 5 Consider a multiple-access channel consisting
of M transmitting nodes aided by a single half-duplex relay.
Assume that all the network nodes are equipped with a
single antenna and there exists no direct link between the
sources and the destination. The amplify-and-forward scheme
achieves the following DMT

dAF,MAC(r1, r2, . . . , rM ) =

(

1 − 2

M
∑

m=1

rm

)+

.

However, the optimum DMT of the network is

dMAC(r1, r2, . . . , rM ) =

(

1 −

∑M
m=1 rm

1 −
∑M

m=1 rm

)+

,

which is achievable by the DDF scheme of [3].

Proof: See [1].
Figure 3 shows DMT of the AF scheme and the DDF

scheme for multiple access single relay setup consisting of
M = 2 sources assumingsymmetricsituation, i.e.r1 = r2 =
r.
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Fig. 3. Diversity-Multiplexing Tradeoff of AF scheme versus the optimum
and DDF scheme for multiple access single relay channel consisting of
M = 2 sources assumingsymmetrictransmission, i.e.r1 = r2 = r.

V. CONCLUSION

The setup of the single-antenna multiple-relay network is
studied in this paper. Each pair of nodes are assumed to be
either connected through a quasi-static Rayleigh fading chan-
nel or disconnected. In this part of the paper, a new scheme
called random sequential(RS), based on the amplify-and-
forward relaying, is introduced for this setup. Furthermore,
bounds on the diversity-multiplexing tradeoff (DMT) of the
RS scheme are derived for a general single-antenna multiple-
relay network. Specifically, 1) the exact DMT of the RS
scheme is derived under the assumption of “non-interfering
relaying”; 2) a lower-bound is derived on the DMT of the
RS scheme (no conditions imposed). Finally, it is shown
that for the single-antenna two-hop multiple-access multiple-
relay network setup where there is no direct link between
the source(s) and the destination, the RS scheme achieves
the optimum diversity-multiplexing tradeoff. However, for the
multiple access single relay scenario, we show that the RS
scheme is unable to perform optimum in terms of the DMT,
while the dynamic decode-and-forward scheme is shown to
achieves the optimum DMT for this scenario.
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