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Abstract— We consider the problem of cooperative commu- additive white Gaussian noise which cooperate with each

nication for a network composed of two half-duplex parallel other to facilitate data transmission from the source to the
relays with additive white Gaussian noise. Two protocols, .., destination.

Simultaneous and Successive relaying, associated with two pos- Half-duol lavi . ltiol | works. is stadi
sible relay orderings are proposed. The simultaneous relagg alfl-aupiex refaying, in muitipie refay networks, 1S stadi

protocol is based onDynamic Decode and Forward (DDF) scheme. N [8] [13]- [21]. Gastpar in [8] show that in a half-duplex
For the successive relaying protocol, aNon-Cooperative Coding Gaussian parallel relay channel with infinite number ofyg|a
based onDirty Paper Coding (DPC) is proposed. We also propose a the optimum coding scheme is AF. Rankov and Wittneben in
general achievable rate based on the combination of the praysed 13] [14] further study the problem of half-duplex relayimga

simultaneous and successive relaying schemes. The optimu h icati 0. In their studv of halfeu
ordering of the relays and hence the capacity of the half-duex "WO-NOP communication scenario. in their study of hall-esp

Gaussian parallel relay channel in low and high SNR scenario  networks, they also consider a parallel relay setup with two
is derived. In low SNR scenario, we show that under certain relays where there is no direct link between the source amd th

conditions for the channel coefficients the ratio of the aclevable destination, while there exists a link between the relayei
rate of the simultaneous relaying protocol, based on th®DF  g|3ving protocols are based on either AF or DF, in which the

scheme, to the cut-set bound of the half-duplex Gaussian paitel . .
relay channel tends to 1. On the other hand, as SNR goes to relays successively forward their messages from the sdarce

infinity, we prove that successive relaying protocol, basedn the the destination. We call this protocoBtccessive Relayihg
DPC scheme, asymptotically achieves the capacity of the netwar in the sequel. Xue and Sandhu in [15] further study different

half-duplex relaying protocols for the Gaussian parakghay
channel.

In this work, we consider the problem of half-duplex relay-
The continuous growth in wireless communication has ming in a network with two relays in which there is no direct
tivated information theoretists to extend shannon’s imfation link between the transmitter and the receiver. Our primary

theoretic arguments for a single user channel to the sanarbjective is to find the best ordering of the relays. We cogrsid
that involve communication among multiple users. In thitwo relaying protocols, i.e., simultaneous relaying versuc-
regard, cooperative wireless communication has been in tessive relaying, associated with two possible relay amger
focus of attention during recent years. For simultaneous relaying, each relay exploits “Dynamic DF

Basically, relay channel is a three terminal network whic{DDF)". It should be noted that the DDF scheme proposed
was introduced for the first time by Van der Meulen in 197here is slightly different from the DDF introduced in [18]dan
[1]. The most important capacity results of relay channgl9]. In those works, they apply DDF scheme to the set-up
were reported by Cover and El Gamal [2]. Relaying strategie$the single relay channel where the nodes have just the CSI
for the network with multiple relays have been discussed of their receiving channel. For successive relaying, welystu
[3]- [6]. Schein in [3] studied the possible coding schema Non-Cooperative Codinggcheme based on “Dirty Paper
for a parallel relay channel, which consists of a source, twooding (DPC)”. In [21], we also study anoth@ooperative
parallel relays, and the final destination. Later on, awthoCoding scheme based on “Block Markov Encoding (BME)”
in [4] considered cooperative strategies for general iplelti comprehensively and compare it with tiNon-Cooperative
relay network. These works are dealt with full-duplex relagoding scheme. It is worth noting that the authors in [20]
networks. also propose successive relaying protocol for the set ulp wit

Since the current operating radios that can receive atwib parallel relays and a direct link between the source and
transmit simultaneously in the same frequency band requite destination. They propose a simple repetition codirigeat
complex and expensive components, half-duplex relayirsg h&lays, and show that their scheme can recover the loss in the
drawn a great deal of attention recently. multiplexing gain, while achieving some diversity gain.

In this paper, we study transmission strategies for a né&twor We derive the optimum relay ordering in low and high SNR
with a source, a destination, and two half-duplex relay$wiscenarios. In low SNR scenarios and under certain channel
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achieves the capacity. Unlike [16], in which the authorsyonl
consider successive relaying and propose a combined BME e vectors x and x5, the vectors x and x{?.

. . . . The first relay and the destination receive The second relay and the destination receive
and DPC scheme, in this paper we combine simultaneous and ¥ and s respectively. v and y2, respectively.
successive relaying protocols and propose a general adiiéev
rate for a half-duplex Gaussian parallel relay channel with
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Relay 1 Relay 1

hoy
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hlgh SNR ScenarIOS, When the ratlo Of the relay powers to the c) Time slot 3 with dfn‘ation tg: o d) Time slot 4 with duration #4: “ o
The source transmits the vector xg . .

The relays transmit the vcators X, and X3

@ The destination receives yy .

The first and the second relay receive yy
and ygd). respectively.

source power remain constant, it becomes successivenglayi

based on DPC to achieve the capacity. In [21], we also prove
that not only BME with backward decoding achieves better

rate against BME with successive decoding, it also leads to a
simple strategy in which at most one of the relays is required
to cooperate with the other one in sending the bin index of Noting the transmission strategies in Fig. 1, we have
the other relay’s message. Accordingly, the combination of

Fig. 1. System Model.

employing BME at one relay and DPC at the other one always ygl) = ho1xél) + h21xél) + Zgl), (2)

achieves better rate than BME at both relays. . yiY = hosxt 4 20Y, A3)
The rest of the paper is organized as follows. In section II, @ _ @ (D)2 @)

the system model is introduced. In section IlI, the achitab yé) - OQX?Z) + (122))(1 Tl

rates and coding schemes for a half-duplex relay network Y3 = hisxy" +237, (5)

are derived. Optimality results are discussed in section IV y,(f) _ hOkXé3) +z,(€3),k € {1,2}, (6)
Simulation results are presented in section V. Finallytisac 9
VI concludes the paper. y§4) _ Z hkgng) + z§4). @)
A. Notation k=1

Throughout the paper, the superscriptstands for matrix Throughout the paper, we assume thgf > hoz unless
operation of conjugate transposition. Lowercase boldistt specified otherwise, and from reciprocity assumption, wesha
and regular letters represent vectors and scalars, résggct hi12 = hop. Furthermore, the power constraiig, Py, and P,
For any two functionsf(n) and g(n), f(n) = O(g(n)) is should be satisfied for the source, the first relay, and thengec

equivalent tolim,, .. ‘%‘ < o0, and f(n) = O(g(n)) is relay, respectively. Hence, denoting the power consumgpfo
: . f(n) nodea at time slotb by Péb) =F {xflb)folb)}, we have
equivalent tolim,, Ty = G where0 < ¢ < oo. And

C(z) £ Llogy(1 + ).
Il. SYSTEM MODEL

Our setup is a Gaussian network which consists of a source,
two half-duplex relays, and a destination, and there is rectli
link between the source and the destination. Here we define
four time slots according to the transmitting and receiving ) ) )
mode of each relay (See Figure 1). The portion of the time that!n_this section, we propose two cooperative protocols,
the communication is performed in time slois denoted by -€- Supcessweand Simultaneouselaying, for a half-duplex
t, (O, t, = 1). Nodes 0, 1, 2, and 3 represent the sourc@aussian paraliel relay channel.
relay 1, relay 2, and the destination, respectively. Moegov
the transmitting and receiving signals at nadeluring time
slot b are represented bséb) andy,(lb), respectively. Hence, at
each node: € {1,2,3} we have

gb): Z hacxt(lb)Jngb).
ac{0,1,2}

PV + PP+ PP = By,
PP + PV =P,
P+ pP® =p,

(8)

IIl. ACHIEVABLE RATES AND CODING SCHEMES

A. Successive Relaying Protocol

In successive relaying protocol, at each odd and even
time slots with durationg; andt,, source transmits a new
message to one of the relays, and the destination receives
a new message from the other relay, successively. Hence, in
successive relaying protocal = ¢4 = 0, and the relations
whereh,.’s denote channel coefficients from nodéo node between the transmitted and received signals at the retays a
¢, andz”>s are AWGN terms with zero mean and variancthe destination follow from (2)-(5). For the successivayeig
of “1” per dimension at each node protocol, we propose Hon-Cooperative Codintp the sequel.
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1) Non-Cooperative Codingin Non-Cooperative Coding w® € {1,--- ,2”R(1)}, it chooses a codewonaf)l) (¢1) such
scheme, each relay considers the other one’s signal aeinterhat ¢, < fai (w(b)) and (ugl) (q1) ,xél) (w(b—l))) e A
ence (See Figure 2). Since the transmitter knows each selay’ o . R
message, it can apply the Gelfand-Pinsker’s coding schem he binning fUﬂC})IOH..]cBm((].i) Qi ={1,2,---, 2"} .

2R s defined by fpin(qi) = w®, Vi €

transmit its message to each of the relays. In this case, We’ {1,2,. ! . L
have the following theorem. {1,2}. Where fp;,(.) assigns a randomly uniform distributed

integer w® between 1 and®2™®” independently to each
memberg; of @;.). Such a task can be done almost surely,
it RY — RO > 41 (Uél);Xg(l)) ( [7]). Following that it

sends<{ (ulM, x{M). Similarly, in even time slots, the source

RM RO

Source Destination Source Destination

sendsxP (), x?) if R — R > t,] (Ué”;)d”).
Encoding at relay 1:
L Re Relay 1 encodes® € {1,---,2"2" } tox{® (w®) in even
Time Slot 1 with duration #; Time Slot 2 with duration ¢, t|me S|OtS

Fig. 2. Non-Cooperative Coding for successive relaying protoool f Encoding at relay 2:
two relays. Relay 2 encodes®) € {1, --

time slots.
Decoding:
Theorem 1 For the half-duplex parallel relay channel, assumDecoding at relay 1:
ing successive relaying, the following rafeppc is achiev- In odd time slotb, relay 1 declaresi®) = fziy, (¢1) iff all

-, 2787} o x5 (w®) in odd

able: the sequencesél) (¢1) which are jointly typical withygl)
0 @) belong to a unique bin®). Therefore, in order to make the
Rppc o<t b =1 R+ R, (9) probability of error zero from [7], we have
subject to:

RM <1 (U8 v M) (12)

R < min (610" 7") - 108V X§0)), ( )
According to (12) and the encoding at source, we have

A 2. (2 R < (10" v - 10 xD)) . as)

R < min (L0108 v) - 107 X)),
Decoding at relay 2:

In even time sloth, relay 2 declarest® = fg;, (q2) iff

all the sequences” (¢,) which are jointly typical withy'”

belong to a unique bin®). Therefore, in order to make the

tlf(X§1>;Y3<1>)) . (11)

with probabilities:

p(, w280y = paSpl |2)p(x Pl 25y, probability of error zero from [7], we have
2 2 2 2 2 2 2 2 2
p(ay” w2y’ = p(e?)p(u” o7 )p(ag” fug” 2 ”). (14)

R < 1,1 (U v,?).
Proof: Codebook Construction:

Let us divide time slot numbe, b = 1,2,---,B + 1 into

odd and even numbers. At odd and even time slots, source

generate" "’ and2"%” sequences” (¢1) andul® (g2)
according to [T/ p(uf')) and []'" p(ul), respectively.
Then, source throwsgl) and uff) sequences uniformly into

According to (14) and the encoding at source, we have
R <ty (107 - 10 x?)) . (19)

Decoding at the final destination:
In odd time slotd, destination declaresy®) = w©® iff

Y (6®) ,y(V) e A, Hence, in order to make the

2B and27E® pins, respectively. 0
2) and probability of error zero from [7], we have

Relay 1 and relay 2 generatg®" and2"*™ i.i.d xg

x$" sequences according to probabilitEE>" p (:cﬁ)) and RO <, 1(x{M; v, (16)
L5 (Iélz)) Furthermore, for alj; andg,, the source gen- gimijarly in even time slob, we have
erates double indexed code-books’ (w®|w®=1) ¢;) and

’ @ <t 1(XP; v ). 17
x2) (w® w1, g) according to] ;1" p(a:((fi) | :célz), é%i)) R < 6075 Y7 &

and 12" p(z?) | 2%, ul?) From the encoding at the source and (12)-(17), we obtain (9)-
Encoding: (11). n
Encoding at the source: From Theorem 1, we have the following corollary for the
In the odd time slotb, since source knows what it hasGaussian case.

transmitted during the even time slot, from the desired bin

), respectively.



Relay 1 receives ko1 > ho2), applying the superposition coding of

the degraded BC [7] the following rates are achievable fer th
first hop:

hoy o ~hig

Source ) Destination

R, < tBI(X(§3)§Y1(3) | Uég))v
R, <tsI(UP v ),

hO‘Z -7 ’ ’123

(21)

Relay 2

t3 ty

with probability p(ul”, () = p(u$)p(a |ulP).

And using the superposition coding of the extended MAC
( [9], [10]) the following rates are achievable for the sedon
hop:
corollary 1 For the half-duplex Gaussian parallel relay chan-
nels, assuming successive relaying protocol with power con
straints at the source and at each relay, DPC achieves the
following rate

Fig. 3. Simultaneous relaying protocol for two relays.

R, <t I(X; v | x5,

R, + R, < t,1(XM, XM vV, (22)

with probability p(z{*, 2{") = p(2?)p(2? 2.

In the Gaussian case, the source splits its total available
power P, to Péi)p and Po(i)c associated with théPrivate”
and the“Common” messages, respectively. Lettir?gé3) ~
N(0,Py), U ~ J\/(O,Pé3)P, and XY ~ N(0,P),

—C
assuming that relay 1 and relay 2 transmit their codewords

RDPC: max (R(l) + R(Q)) N
subject to:

2 p(1) 2
RMW < min (tlc <h01tpo ) 1,C <h1t3P1)> ’
1 2

(18)

R® < min | t,C thPO(Q) HC <h§3P2) associated with the common message W O,Pl(f)c and
N to ’ 31 " N(0,P), and using (21) and (22) we have the following
corollary.

PV + P = P,
t+ts =1,

corollary 2 For the half-duplex Gaussian parallel relay chan-
0<ty,ts, PV, PP,

nels, assuming simultaneous relaying protocol with power

) ) ~constraints at the source and at each relay, DDF achieves
Proof: From Costa’s Dirty Paper Coding [12], by havingpe following rate

hothis PV -
Uél) :Xél) + 01 (112) 0 X2(1)’ (19) Rppr Rp+R07 (23)
h3, Py +t1 subject to:
hozh12 By”) h3, Py
U = xg7 + —E 20— x (. (20) R, <t;C [ 2102 )
thPO + to t3
3
where X"~ N(0,PV), X$P ~ N(0, P, x Y WPy,

R <t3C| ———— |,
<t3 + h(Q)QPéS)p>

h2 P(4)
Rp < t,C <% ,
4

2
h%3pl(4—)p + <h13 P1(4_)c + h23\/?2)

N(0,P,), and X? ~ N(0,P), and applying them to
Theorem 1, we obtain corollary 1. |
B. Simultaneous Relaying Protocol

Then, Figure 3 shows simultaneous relaying protocol for
two relays. In simultaneous relaying, in one time slot of

durationts the source transmits its signal simultaneously to R, + R. < t4,C ,
the two relays. In the next time slot of duratiép two relays ta
transmit their signal coherently to the final destinatioenkle,
in this protocol,t; = to = 0 and our system model follows l3 +1t4 =1,
from (6) and (7). po(i) + Po(i)c - P,
1) Dynamic Decode-and-Forward (DDF)Jn DDF scheme (4)p )
each relay decodes the transmitted message from the sourcel1-p T 1 = P,

in time slot t3 (Broadcast State (BC)), and forwards its
re-encoded version in time slat (Multiple Access State

0<ts,ts, B, PP, P P

(MAC)). Hence, the achievable rate of DDF is equal t&- General Achievable Rate for the Half-Duplex Parallel
Rppr = R, + R., where ®,, R.) should be both in the Relay Channel

capacity region of BC (corresponding to the BC state) andIn this section, we propose an achievable rate for the half-
MAC (corresponding to the MAC state). Since what the secomldiplex parallel relay channel with two relays. Our achidgab
relay receives is a degraded version of what the first relagheme is based on the combination of the successive rglayin
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subject to:
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ho halpw) <h2 ) <
1

Fig. 4. General scheme for the half-duplex parallel relay channel.

130 h%QPO ’
ts + h
(4)

(2) h2.P 1) h2, JaiS)
protocol based on DPC and simultaneous relaying protocol ¢ C( ) <t,C < 231 ) + t4,C <#> ,
based on DDF. The general achievable scheme is illustrated i t2 ta
Figure 4. As indicated in the figure, transmission is perfedm po(l)
in 4 time slots. Relay 1 transmits its private message which
has received in time slots andt; (corresponding to rateB;

and R5) in time slotst, andt, (corresponding to rate8s and

R7). On the other hand, relay 2 transmits its private message
which has been received in time skgt(corresponding to rate 3)
Ry4) in time slotst; andt, (corresponding to rateB; and Rg). FoZes

Furthermore, the two relays send the common message they ( < p1(2) p1(4)p, Pl(?c, P2(1>, Pg(i)p, PQ(i)c'

have already received in time sléj (corresponding to rate .

Rg) coherently in time slot, (corresponding to rats). As Proof: Using corollaries 1, 2, and the fact that the
observed, here we consider private rate for both relays itMAOMmMon message should be first decoded at the receiver side
state, i.e. time slot,. This is due to the reason that relay 4 [21]), corollary 3 is immediate. u

also receives the private message in time sloHence, from IV. OPTIMALITY RESULTS

the above description and Figure 4, we have In this section, an upper bound for parallel relay networks
with two relays is derived and investigated. The authord ij [
proposed some upper bounds on the achievable rate for ¢ienera
half-duplex multi-terminal networks. Here, we explain ithe
results briefly and apply them to our half-duplex paralléhye
network.

corollary 3 For the half-duplex Gaussian parallel relay chan- Authors in [11] define the concept sfatefor a half-duplex
nels, with power constraints at the source and at each relayetwork with N nodes. The state of the network isvalid
the following rateR is achievable partitioning of its nodes into two sets of the “sender nodes

o @ and the “receiver nodes” such that there is no active linkttha
h3, P, h3, P,
R:min<t10< tO )—i—th( 2t0 >+

1 2

arrives at a sender nodeand?,, is the portion of the time
that network is used in state whereme {1,2,...,M}. The
h3 P@ h3, Py,
th 01+ 0 +t30 02+ 0— ()
ts + h
1 2
i >) e (h%ng >> X

following theorem for the upper bound of the information flow
ta

PP + PP + PP, = P,
PP+ P+ Pf‘i)c =P,

PV + P+ PV = Py,

t 4ttty +ta=1,

Ogtla t21 t37 t4a P(gl)a P(SQ)a Péi)pa

R =min (R + Ry + Rs + Rg, R2 + Rs + R7 + Rs + Ry) ,
subject to:
Rg < Rg,R1 + Rs < R3 + R7, Ry < Ry + Rs.(24)

from the subsefS; to the subsetS, of the nodes, wheré;
and S, are disjoint is proved in [11].

Theorem 2 For a general half-duplex network witlV nodes
and a finite number of statesy/, the maximum achievable
information rates{ R’} from a node sef; to a disjoint node
setSy, 51,5 € {0,1,..., N — 1}, is bounded by

SIE

h13P14> +h3PyY) ) .

o
of
|

(hlg Pl( .t h,23\/ P2(4 c> i€51,jE€S2
tC L9 u
ta+ 2P0+ n3, P sup min > il (Xg"”; Yim | Xg’;?)).
™ 2™ 2™ ) i =



for some ;oint probability distribution corresponding terms, we can bound the optimum valug, of
p({™, 2™ .. 2" ) when the minimization is overin (26) as

all the setsS ¢ {0,1,..., N — 1} subject toS(S; = 5, X 1

S Sz = 0 and the supremum is over all the non-negatiye 0<t, <O (log Po) ) (30)

subject to>>  ,, = 1. Here, 2", ™, and z{" denote
the signals transmitted and received by nodes in%eand Similarly, by considering the fourth cut in (26), we can deri
transmitted by nodes in sét°, during statem, respectively. another bound on the optimum valuegfas follows:

In high SNR scenarios, we have the following theorem. 0<t3<0 (1 1P ) . (32)
0g 1o

Theorem 3 In high SNR scenarios, assuming non-zef@PPlying the inequality betweertppc and the term corre-
source-relay and relay-destination links, when power ke SPonding to the second cut in (26), knowing (from (30) and
for the source and each relay tends to infinity, DPC achiev&3l)) the fact thats < 555, andiy < 5 (wherec; andcy

the capacity of a half-duplex Gaussian parallel relay chainn@r€ constants), and using inequalities (28), and

as In(1+2z) <z, Ve >0, (32)
1 . N N - .
Cup = Rppc + 0O (1 B ) . and also the fact that + t2 + ¢35 + t4 = 1, and having the
08 10 same argument for the third cut of (26), we obtain
Sketch of the proofThroughout the proof, we assume the 1 o R 1 e
power of the relays goes to infinity @ = v, Py, P> = 72 Fo 2 log Py Stas g+ log Py’ (33)
where~, v2 are constants independent of the SNR. Applying 1 1 R 1 Cs
Theorem 2 to our set up, substituting" ~ A(0, B{"), 2 logh -3 T gl (34)

X A0, 22). X® < A0, PP, x@ < A0, PO,
X?4) Nﬁv’(oop()@) OX(l)N( 7/\;)(0)P(1%) arﬁj[(X’(‘l)l ) wherec, andc, are constants. Hence, from (30), (31), (33),
! AN ot 2 - 2 2 and (34) asPy — oo £3 £4 — 0 andfl fg — 0.5.
N O,P(4) in the resulting upper bound, and assuming com- <. . S . - ,
Ie(te C(Q)o)eration betwee?'l thpeptransmittin and receivirtp ; 8 Similarly, considering the inequality betwepn the first cut
p P 9 of Rppc and (26) and knowing the fact that, ¢, are strictly

for each cut, we obtain (26). Furthermore, from corollary bove zero (approachir@5), we observe that the optimum
the achievable rate of the DPC scheme can be expressed a3 NG A& ’
value of P/, P, are

2 p(l) 2 p(2) A .
RDPC Smin(th’ <h01%> +tQC <h02%> B PO(I)7P0(2) NG(PO) (35)
1 2
0 @) ) Now, we prove that the DPC scheme with the parameters
e, <7h02P° ) e (—h13pl) , t=h B gy = iy Bt B = BV and R = A,
b2 2 wherety, - -, ta, ]50(1), 150(2) are the parameters corresponding
h?)lPél) h2, P to the optimum value of (26), achieves the capacity with a gap
tC L‘1 +hl ( t ) ’ no more thanO (log;Pg)' To prove this, using (35) and the
N 1 N 1
O h§3p2 e h]%3P1 (27) fact thattg,t4 ~ O (log—f-’o) and t1,to N 0.5 + O (log—Po)’
1 t 2 ) : we show that each of the four terms in (27) is no more than

) ) 0] lOgLPOF) below the corresponding term (from the same cut)
By setting ") = P{*) = 2, #; = t, = 0.5 in (27), and in (26). For the complete proof see [21].
using the following inequality

1 Theorem 4 In low SNR scenarios, assuming® =
In(z) <In(1+2) <In(z) + — vz >0. (28) ~, Py, P, = 2Py with 71,7» constants independent of the
o SNR, when the power available for the source and each relay
(27) can be simplified as tends to zero anC(h13\/’W+ hgg\/%)Q < min (h%l, h(2)2),
1 the ratio of the achievable rate of the simultaneous relgyin
Rppc 2 5InkPy +ec. (29)  protocol based on DDF to cut-set upper bound goes to 1. In

) ] this scenariots = t4 = % and no private messages should be
where ¢ is some constant which depends on channel coeffiznsmitted.

cients. Knowing that the term corresponding to each cuirset

(26) for the optimum values of;, - - - , 4 is indeed an upper- Proof: Throughout the proof, we assume the power of
bound for Rppc, by setting PV = P = B® = P, therelays goes to zero & = v, Py, P, = 72 P wherey;, v

in (26), using the inequality betweeRpp- and the first are constants independent of the SNR. By the same argument
cut of (26) and the inequality (28) to lower/upper-bound thas in theorem 3 and considering only the fourth cut, we can



2 pl)
S min (flc <%) +£QC (ho )
1

2h02h12\/ 2)P h2 h2 PO(Q)P(Q)

3
<h31+h PO()>

toC - -
° ) i 2
R B2 H(3) . 12 P(4)
t30 [ 22— ) + 440 | 1),
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get another upper bound on the capacity. By the followirgy (37), (39), and(hi371 + h2372)2 < min (h%l,h§2), we

inequality
In(l+2z) <z (36)
we can bound the upper bound on the capacity as
2
h h P,
Cop < ( 13\/ﬁ‘|2'1 223\/%) 0 (37)
n

Now, assumingt; = to = 0,t3 = t4 =

, and transmitting
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V. SIMULATION RESULT
Figure 5 compares the achievable rate of our general scheme

with those of DPC scheme for successive relaying and DDF
scheme for simultaneous relaying protocols. Here we assume

symmetric scenario in whicthgy, = hg2 = hio = hiz =
hos = 1. In order to satlsfy the condition in theorem 4,

just the common message, we can ach|eve the following rate (hlg\/_—F h23\/_) < min (h 2 ) we also assume
01>"°02)»

Rppr

Rppr= min (%C’ (2h$y )

Lo (2 (131 + hasy/2)’ P0)> .

By the following inequality
2

x—%gln(l—kx), (38)
we have
R R
In2 2 2
2 4
(h13y/A1 + hasyAz)” Po B (h13y/A1 + has/2) Pd
2 2

< Rppr- (39)

Py, = P, +10(dB) = P, + 10(dB). The upper bound is
also included in the figure. As Figure 5 shows, our pro-
posed general achievable rate almost coincides with therupp
bound over all ranges of SNR. In the high SNR scenario,
our proposed general scheme coincides with DPC and the
successive relaying protocol becomes optimum, while in low
SNR scenario it coincides with DDF and the simultaneous
relaying protocol is optimum.

VI. CONCLUSION

In this paper, we investigated the problem of cooperative
strategies for a half-duplex parallel relay channel witho tw
relays. We derived the optimum relay ordering and hence the
asymptotic capacity of the half-duplex Gaussian paradiyr
channel in low and high SNR scenaridSimultaneousand
Successivaelaying protocols, associated with two possible
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