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Abstract— This paper considers the setup of a parallel the capacity of the Gaussian (single antenna) paralley rela
MIMO relay network in which K relays, each equipped with network as the number of relays increases.

N antennas, assist the transmitter and the receiver, each
equipped with M antennas, in the half-duplex mode, under References [1], [2] extend the work of [11] to the MIMO

the assumption that N > M. This setup has been studied in Rayleigh fading parallel relay network. Unlike the single
the literature like in [1], [2], and [3]. In this paper, a simple antenna parallel relay scenario, in this case the AF midtipl

scheme, the so-called Incremental Cooperative Beamformin  are matrices rather than scalars. Hence, finding the optimum
is introduced and shown to achieve the capacity of the netwér AF matrices becomes challenging. Reference [1] has pro-
in the asymptotic case of K — oo with a gap no more than " o
1 : . posed a coherent AF scheme, called “matched filtering”, and

(0] (—) This result is shown to hold, as long as the power . .

log(K) o proves that this scheme follows the capacity of the channel
of the relays scales as (OgT()) Finally, the asymptotic SNR  with a constant gap in terms of the number of relays in the
behavior is studied and it is proved that the proposed scheme asymptotic case ol — oo.
achieves the full multiplexing gain, regardless of the numer

of relays’ In this paper, we consider the AF strategy in the parallel

MIMO relay network. We propose a new AF protocol called
. INTRODUCTION “Cooperative Beamforming Scheme” (CBS). Considering the
uplink channel (from the transmitter to the relays) as a fpoin

The relay channel, which was first introduced by Van'detr?-point channel, in CBS the relays cooperatively multiply

Meulen in 1971 [4], has been reconsidered a lot in recent . S . .
o . _~the channel matrix with its left eigenvector matrix. The
years. The main idea is to employ some extra nodes in the

network to aid the transmitter/receiver in sending/reiogiv ifteresting point is that to perform such an operation, each
) ; girecg relay only needs to know its corresponding sub-matrix of the
the signal to/from the other end. In this way, the supplemen- . .
. _ . beamforming matrix. For the outputs to be coherently added

tary nodes act as (spatially) distributed antennas asgisti

. N : at the receiver end, each relay has to apply zero forcin
the signal transmission and reception. Up to now, some Y PPy 9

promising results have been published on MIMO Multiple- eamforming to its corresponding downlink channel (the

. channel from each relay to the receiver). Here, the intergst
Access and Broadcast channels in [5], [6], [7], [8], and [.9]'result is that the overall channel from the transmitter ® th

However, there are still only a few results known concerning .. . ; .
. " 'Feceiver becomes diagonal and the overall Gaussian noise
the MIMO relay networks. Moreover, no capacny-achlevmgh .
as independent components.

strategy is known for the Gaussian relay channel. ) ) )
Recently, several extensions of the relay channel have Ve show _that the- F?mpose,d spheme IS opFlmum in the
been considered, e.g. in [L0]-[13]. Some of these exteasiofdSe Of having negligible noise in the downlink channel.
consider a multiple-relay scenario in which several nodel? €nhance the performance of CBS in general scenarios,
relay the message. The parallel relay channel is a spesial c& 1S WOrk introduces a variant of CBS called "Incremental
of the multiple relay channel in which the relays transmiPOOPerE‘_t'Ve, Beamfprmmg Schgme (ICBS). In ICBS, the
their data directly to the receiver. Besides studying th#-we relgys with |II-c_0nd|t|oned downlink chan.nels are turnétl o
known “compress-and-forward” and “decode-and-forwardTh'S strategy improves the oyerall p0|nt—to—p0|.nt channel
strategies, the authors in [10], [11] have also studied tHgom the transmitter to the receiver. However, an mt_enieee
«amplify-and-forward” strategy where the relays simply-am _term due t_o turning some of_ the relays off will be included
plify and transmit their received data to the receiver. [tesp in the equivalent point-to-point channel.
its simplicity, the AF strategy achieves a good performance It is shown that for asymptotically large number of relays,
In fact, [10] shows that AF outperforms other strategies i®Nne can simultaneously mitigate the downlink noise and the
many scenarios. Moreover, [11] proves that AF achievegterference term due to the turned-off relays. As a rethat,
achievable rate of ICBS converges to the capacity of paralle

IFinancial support provided by Nortel and the correspondimgching  MIMO relay network with a gap which scales @s : g%K) .
O,

funds by the Natural Sciences and Engineering ResearchcCafitCanada . . : .
(NSERC), and Ontario Centres of Excellence (OCE) are grityedicknowl- This result is stronger than the result of [1] and [2] in which

edged. they show that their scheme can asymptotically - o)



achieve the capacity up ©(1). Also, our numerical results be frequency flat block Rayleigh fading. The channel from
show that the achievable rate of ICBS converges rapidihe transmitter to théth relay,1 < k < K, is modeled as

to the capacity, even for moderate number of relays. We
also show that the same result can be achieved by ICBS, as
long as the power of the relays scaleswa$® log” (K))  and the downlink channel is modeled as

2. Finally, by analyzing the asymptotic SNR behavior of K

the proposed scheme, it is proved that, unlike the matched y = Z Gty + 2, 2)
filtering scheme of Bcskei-Nabar-Oyman-Paulraj (BNOP) 1

which results in a zero multiplexing gain, our proposeqnere the channel matricdd, and Gy, are i.i.d. complex
scheme achieves the full multiplexing gain, regardles$ief t ., \ssian matrices with zero mean and unit variange-~
number of relays. ) ) . CN(0,Iy) andz ~ CN(0,1;,) are Additive White Gaus-
The rest of the paper is organized as f_oIIows. In section Ii, 1, Noise (AWGN) vectorss, andt; are thekth relay’s
the system model is mtroduced._ln sectl_on I, _the prOposer%ceived and transmitted signal, respectively, andnd y
AF scheme is described. Section IV is dedicated to thgre the transmitter's and the receiver's signal, respelgtiv

asymptotic analysis of the proposed scheme. Simulation "Bl, andG,, are of the sizes\V'x M and M x N, respectively.
sults are presented in section V. Finally, section VI codeki The task of amplify and forward (AF) relaying is to

the paper. find the matrix F;, for each relay to be multiplied by
A Notation its received signal to produce the relay’s outputtas=

. F,.r;. In addition, the power constrainBx”x] < P, and
Throughout the paper, the superscript€ and* stand for Exn, [t7t,] < P, must be satisfied for the transmitted

matrix operations of transposition, conjugate transpsit signals of the transmitter and the relays, respectively. We

and element-wise conjugation, respectively. Capital bo'ﬂssumeP — P, — P throughout the paper, except in
- . T - S - L)
letters represent matrices, while lowercase bold lettads aTheorem 2, where we study the caBe< P, — P.

regular letters represent vectors and scalars, resplyctive

|[v]] denotes the norm of the vector while |A] rep- [1l. PROPOSEDMETHOD

resents the frobenius norm of the matsx. [A[ denotes A Cooperative Beamforming Scheme

the dete_rmlnant of the matrbA while A, represents  rpo equivalent uplink channel can be represented as
the maximum absolute value among the entriesAofThe T Tyl 71T . .

notation AT stands for the pseudo inverse of the matridl  ~ [H_1,|H2 |---[HE] . By applying Slngularl Villue
A. The notationA < B is equivalent toB — A is a 2€composition (SVD) toH, we haveH = UAzV™.

positive semi-definite matrix. For any function§n) and T_herefore, th_e diagonal ma_tr'm has at most/ nonzero
— O(g(n)) is equivalent tdim ‘M‘ < o diagonal entries corresponding to the nonzero singularegal
g(n), f(n) = O(g q n=00 | g(n) ' of H. Consequently, we can rearrange the SVD such that

=0,f(n)= U is of size NK x M while V and A are M x M

matrices.U can be paTrtitioned td/ x N sub-matrices as

_ _ U= [U{|U]]|---|UL]| . Suppose théth relay multiplies
. f(n) o 1 2 K

is equivalent tolimn oo gy 2 L f(n) = w(g(n)) 5 4o rocaived signal b, = oG] U At the receiver side,

equivalent tolim,, % =00, f(n) ~ g(n) is equivalent e have (figure 1(a))

to lim, o 222 = 1 and f(n) = ©(g(n)) is equivalent to

rp = Hpx + nyg, 1)

— i i ; f(n)
f(n) = o(g(n)) is equivalent tdim,,_, FIe)]

Q(g(n)) is equivalent tolim,, % >0, f(n) 2 g(n)

g(n) K o
limy, o0 % = ¢, where0 < ¢ < 0. y = O‘Z GG Uy r, +2
' k=1
Il. SYSTEM MODEL — QUHr+gz
The system model, as in [1], [2], and [3], is a paral- = qUY (Hx+n)+z

lel MIMO relay network with two-hop relaying and half- 1H
dulplexing between the uplink and downlink channels. In = «a (sz X+HU) + 2 ®)
other words, the data transmission is performed in two time . 1T S 1T
slots; in the first time slot, the signal is transmitted fromVNeren = [nf[ng|-nk]" , r = [r{[r3][rk]", and

ditu = Ufn ~ CN(0,1,). If the transmitter beamforms its

the transmitter to the relays, and in the second time slot, ;
flata vector ax = Vx', the end-to-end channel becomes

the relays transmit data to the receiver. Note that there
no direct link between Fhe transmitter an_d the receivgr in y=a (A%x’ + nu) + 2z )
this model. The transmitter and the receiver are equipped
with M/ antennas and each of the relays is equipped With  Equation (4) shows that the end-to-end channel is diagonal
antennas. Throughout the paper, we assume &hat M. and the noise vector is white Gaussian. Note that the com-
The channel between the transmitter and the relays and tplexity of the decoder in such a channel is linear in terms
channel between the relays and the receiver are assumedtdhe number of transmitter’s antennasd, and also there
is no interference among different data streams. Moreover,
2f(n) = w(g(n)) is equivalent tolimy— oo % =00 as it is shown in section 1V, fotv — oo, the achievable rate

N



of such a scheme converges to the ergodic capacity of thave (figure 1(b))

Parallel MIMO relay network. The problem is that the value
of « is dominated by y=a ((Ai _ Z UkHHkV> N Z Uank> ta
ke A keAe
(6)

i P ) As (6) shows, by decreasing the value Gf one can
maxy Bx n, [HGkUk rkH } guarantee a large value af while increasing the gap of
the equivalent channel matrix #z. It will be shown in the

This guarantees that the output power of all relays is led¥eXt section that for Ia_rge number of relays, it is possible

than or equal taP. However, the value of could be small 0 guarantee both having a large value cofand a small

in the cases where the downlink channel of any of the relafi€viation fromA.2. Moreover, we show that by appropriately

is ill conditioned. This means that while the output power of100sing the value of, the rate of such a scheme would be

the worst relay (according to (5)) is equal to the maximungt mostO (W) below the corresponding capacity.

possible value, i.eP, there may be many relays with the .

output power far less thaR. This phenomenon degrades the®- A Note on CSI Assumption

performance, as in this case the downlink noiseyould be In the BNOP scheme, it is assumed that each relay knows

the dominant noise in (4). its corresponding forward and backward channels, Heg.
and G, and at the receiver side, the effective signal power
and the effective interference plus noise power are known fo
each antenna. However, in CBS and ICBS, it is assumed that

y=a(Ab+n)+z the transmitter knows the uplink channel, il;,--- , Hg,

® and sends theV x M matrix U, to the k'th relay, & =

R 1,---, K. This assumption is reasonable when the uplink

t, = aGLUfT, channel is slow-fading; for example, in the case that the
transmitter and all the relay nodes are fixed. Furthermore,
similar to the BNOP scheme, we assume that each relay
knows its forward channel, i.eG,. In addition, in CBS,
it is assumed that the value af is set by negotiating

() CBS between the relays through sending their corresponding

to the transmitter. This assumption is not required in ICBS,
as the value ofx can be set agx = %, whereg is a
erierence due to relay 2 predefined threshold. Finally, in both CBS and ICBS, it is
, I o ;')Zx'* assumed that the receiver has the perfect knowledge al®ut th
I equivalent point-to-point channel from the transmittethe
e receiver. This information can be obtained through sending
ty = aG[Ul'r, pilot signals by the transmitter, amplified and forwarded
%ﬁ‘;;‘;% ((j,iif}) at the relay nodes in the same manner as the information
signal. In CBS, this assumption is equivalent to knowing the

equivalent signal to noise ratio at each antenna.

Tz
G/’

Ry

IV. ASYMPTOTIC ANALYSIS

(b) ICBS

Fig. 1. Cooperative Beamforming Scheme and Incrementalp&adive In this sectlon., we consider the asymptotic behavIér—é»

properly choosing the value ¢f the achievable rate of ICBS
converges rapidly to the capacity (the difference appresach

B .
B. Incremental Cooperative Beamforming Scheme (ICBS)ZerO aso (log(K> ). The sequence of proof s as follows.
In Lemma 1, we relaté® [v > £] (the probability that the

In this variant of CBS, we select a subset of relay;orm of interference term defined in equation (6) exceeds
A

which results in a high value otv. Defining 8, = a certain threshold) t&®[k € A] (the probability of turning

tuie || i ; s, Off @ relay) andP[||U||?> > ~] (the probability of having a
Ex n, "GkUk rkH , we activate the relays which satisfy S < k KR ) h )

) ) ) “sub-matrix with a large norm in the unitary matrix obtained

Br < B, whereg is a predefined threshold. In this manner, itom the SVD ofH). In Lemma 2, we boun[||Uy||2 > ~].
is guaranteed that > \/g. This improvement in the value In Lemma 3, we bound[k € A]. As a result, in Lemma
of « is realized at the expense of turning off some of thd, we show that by properly choosing the value®fwith
relays, creating interference in the equivalent poinpeéat high probability, one can simultaneously reduce the efféct
channel. More precisely, by definind = {k|5; > 3}, we the interference to(K) and maintain a large value of. In



Lemma 5, we show that with high probability, the minimumvariance. Assume thatis fixed ands tends to infinity. Then,

singular value ofl scales a®) (K
we prove the main result by showing that the achievable rate
of ICBS converges to the capacity of the uplink channel. As a
consequence stated in corollary 1, the difference of thesrat
scales a@(;)) As another consequence, the probability
of outageO(; ) below the ergodic capacity approaches
zero as the numi)er of relays increases. Using the proof of

). Finally, in Theorem 1, with probability oneA,,i,(A) ~ s, or more precisely,

a0 {2

1
1-0| —=, 12
(s log(s)) (12)

Lemma 4 and Theorem 1, Theorem 2 shows that as long @gere Amin(A) denotes the minimum singular value of

the power of relays behaves &(K) = w (£ log” (K)),

AAT,

the same rate is achievable by ICBS. Finally, in Theorem

3, we study the asymptotic SNR behavior of CBS and

Proof: See Appendix B of [14]. |

ICBS, and show that, unlike the matched filtering schemdow, we prove the main theorem of this section.
of BNOP, CBS and its variant achieve the full multiplexing

gain, regardless of the number of relays.

Lemma 1 Consider a parallel MIMO relay network withk
relays using ICBS. We have

MNK?

Pv>¢ < ¢ (P[Bk] +P[A]),  (7)
wherev = ||Z,€€AU,{1’H,€||2 , Ay = (k€ A), and By, =
(IT&[? > ).

Proof: See [14]. [ |

Lemma 2 Consider aK' N x M Unitary matrix U, where
its columnsU;, i = 1,--- , M, are isotropically distributed
unit vectors inCN5*1 et W be an arbitrary N x M sub-
matrix of U. Then, fory = w (+), as K — oo, we have

N-1) - MNK) 8)

Proof: See Appendix A of [14]. [ |

PIWI? > ] = 0 ((K)

Theorem 1 By setting the threshold ag = @ the
achievable rate of the proposed ICBS converges to the
upper-bound capacity defined for the uplink channel. More

precisely,

Klim CU(K) — R]cgs(K) = 0, (13)
where
Cu(K) = TEa| max log (|Ixn + HQH"|)

2 QTr{Q}<P

is the point to point ergodic capacity of the uplink channel
and R;cps(K) is the achievable rate of ICBS.

Proof: By applying the cut-set bound theorem [15] on
the broadcast uplink channel, it can be easily verified [1],
[2] that the point-to-point capacity of the uplink channel,
C.(K), is an upper-bound on the capacity of the parallel
MIMO relay network. Note that the factoéY in the expres-
sion of C,(K) is due to the half-duplex relaying. Define

Cu(K) = Mlog(KNP) —l—O(\/%?.

We first show

that C,« (K) is an upper-bound fo€, (K), and then prove
Lemma 3 For a small enough value aof, we have that a lower-bound foR;c s (K) converges ta,- (K).
P[Ay] < P[By] + 13 + coe” V5, 9)
(@) H
where § = % and c1,co and d are positive constant Cu(K) = §EH m(gx log(’IM"‘H HQD
parameters independent &f, 5, and~. Tr{Q)<pP
Proof: See [14]. [ | (_? %EH
Lemma 4 By assignings = andy = QIL() ICBS "
simultaneously achieves max M log (1 + Tr {H HQ})
Q M
a=0 ( 1og(K)) , (10) TriQ)<p
@ M Tr{H"H
P K B log* (K) < — max log|1+Eyg {7Q}
v > S| = O ———= s (11) 2 Q M
log®(K) VK TriQy<p

wherew is defined in Lemma 1.

Proof: See [14].

Lemma 5 Let A be anr x s matrix whose entries are i.i.d
complex Gaussian random variables with zero mean and unit have|I,; + AB| =

(14)

Here, (a) follows from the matrix determinant equality
(b) results from the fact that for any positive semidefinite

SAssumingA andB to be M x N and N x M matrices respectively,
In +BA] [16].



M
matrix A, we havelA| < % , and(c) follows from

the concavity of the logarithm function.
Let us defne2 = %%, in which # denotes

the event that\,;,(H) ~ KN [14—0 (4 %)] and
2log(K

% represents the event that NM {1— \/%} <

Tr{HY”H} < KNM [1+\/21%(K)]. Applying Lemma

5, we haveP[#°] < O é) Also, observing that
Ky/log(K)

the eventZ is defined in the same way as the evéntin

the proof of Lemma 5 (see [14]), and following the same

steps by using Central Limit Theorem, we haBgrc] ~

1 o A H
O(K\/TW . Defining & £ Ey [Tr{H"HQ}], we
boundé& as follows

& < Eu [Tr{H"HQ}| 2]+
Eu [Tr {H"HQ}| 2°] P[2°]
Y By [T {HPHQY| 7] + P
(Eu [Tr{H"H}| — Ex [Tr{H"H}| 2] P[2))
? Ex [Tr {H"HQ}| 2] +
PMNK < 2log(K) IP’[%)
%) En [Tr {H"HQ}| 2] +
+PMNKO< %)
(%) EH [TI’ {)\max (H) IMQH @] +
PMNKO( 10%[({[())
(j) PEy [Tr{H"H} — (M — 1)Anin (H)| 2] +
PMNKO( 1°g(K)>
K
Y prw 1+0< %)] | (15)

Here, (a) follows from the generalization of the Cauchy- %, we havelimg .o & log(

1 H
0 <K\/M)' (d) follows from the fact thatH"H <
Amax (H) Inz, (e) results from the fact thab,,.. (H) <

Sl A (H) = (M~ D (H) = Tr{H'H} -
(M — 1)\min (H), and finally (f) follows from the fact
that conditioned onz, Tr{H”H} is upper-bounded by

KENM (14 /2ek)

by KN <1 -0 <{‘/ %)) Applying (14) and (15), we

have
o) )

« s () o =)

K
= Oy (K)

and A\, (H) is lower-bounded

Cu(K) < glog <1+KNP

(16)

Now, we lower-bound?;cps(K). Rephrasing (6), we have

y = oH*x +n*, a7)
where
H* = A2 - UMHV,
ke A
n = « Z Ulny, +2 ~CN(0,Py.),
ke Ae

where Py = a? (3 ,c4c UFUy) + Iy The achievable
rate of such a system is

1
lp. [

Ricps(K) = 7

P
log <‘1M + QQMH*H*HP;}

[ a2 P
> “Ey |log |2 =
= 3 H_Og<1+a2M

= %lo o +
T 908 1+ a2

1 [ P

—Eg |1 —H*HH 18
s log (| e )] as)
where (a) follows from the fact thalP,- = (a? + 1)I —
a? (Y4 UF Ux) which results inP,." = —=1I. For
convenience, leR, (K) = 1Ex [log (| H*H*H|)] . Since
« is lower-bounded by the inverse of the thresholdnas

)
i)l

Schwarz inequality to the positive semidefinite matri-

ced, Tr{Q} < P, and also Ey [Tr{H"H}| =
En [Tr{H"H}| 2| P|7] + Eu [Tr {H"H}| 2°] P[27,
(b) follows from E [Tr{H”H}] = MNK and the
fact that conditioned on%, we have T{H”H} >
MNK |1- \/QILK(K) , (¢) follows from the union bound

on the probability and the fact thaP[#°],P[¢°] <

4Assuming A and B to be positive semidefinite matrices respectively,

we have T{AB} < Tr{A} Tr{B} [17].

062 H
W) =0, or equivalently
Klim RICBS(K) — RL(K) 2 0. (19)
Define the events Ex and F as FEg =
(Amm(H)zKN [1+O(4 %)}S and Fx =
(||U§H,4||2 < %) Consequently, we have
@ © log" (K)
P[Ek, Fx| > 1 —P[E}] — P[F} 21+O( >
[Ex, Fr] [Ef] — PIFK] VE

(20)



Here, (a) follows from union bound inequality andb) (¢ ¢ log(K) ~ 0(1;) and finally, (¢) results from
follows from Lemmas 4 and 5. Assume the diagonal entrie (% og”(K)

of A are ordered a&; (H) > \y(H) > --- > Ay (H). Thus,
Ry (K) can be lower bounded as

Comparlng (16), (19), and (21), completes the proof.
[ |

Corollary 1 Achievable rate of ICBS is at mo@t(log )2
below the upper-bound corresponding to the cut-set defined
on the point-to-point uplink channel, i.€, (K).

RL(K) > ]P’[EK,FK]EH

log (‘\/ A2 —Uﬁ{HAV)D
Proof: See [14]. |

M M
log Pz i (H) Apart from increasing the rate, using parallel relays also
M ; increases the reliability of the transmission. As the folloy
N corollary shows, the probability of outage when sending in-
N . 1 . ;
_ Z“( ) HUQIHAVH H )\f formation at the rat® (W) below the ergodic capacity
approaches zero, & — oc.

Er,Fr

> ]P’[EK,FK]EH

=1
B Fre Corollary 2 Consider the parallel MIMO relay network and
" M ICBS with the threshold valug = —) We have
2
Z ]P)[EK,FK]EH 10g<< ) H/\z ) P
P B log ( T + ORMH*H*HP;} ) < Cu(K)+
M H 3
M UsH
1— Z il . M 1 log* (K)
; ) Amin (H) O|l——— || ~O0|—=—==).
i=1 log (K) VK
By, Fi Proof: See [14]. [ |
¥ Another interesting result is that by increasing the number
(;) M 1 of relays, each relay can operate with a much lower power
% P[Ek, Fx]En |log H/\ H)-  as compared to the transmitter, while the scheme achieves
" the optimum rate. This shows another benefit of using many
. <1 3 Zi! (M> (N log? (K) [1+ parallel relays in the network.
(3
=1
g K = Theorem 2 Up to the point that?,(K) = w (¢ log” (K)),
+0 N Ex, Fk the achievable rate of ICBS satisfies
@ {Ml (KNP) Lo ( 1 )} Aim Riops(K) = Cu(K) - =
~ M log(K) m R K M ) KNP _ 0
P [Ex, Fx] am, Rross(K) = 5-log { =7 '
© M KNP 1
Z 5 log (7) +0 (log(K)) : (21) Proof: See [14]. L

Here, (a) follows from an upper-bound on the determi- _ )
nant expansior? of Ay _ UHH 4V, expanded over all Theorem 3 The proposed Cooperative Beamforming
possible set entries between and UZH 4V, (b) follows scheme and its variant achieve the maximum multiplexing
from the fact that the Frobenius norm of a matrix is9@in of the relay channel. More precisely:

an upper-bound on the square of the maximum absolute

value among its entries and alst : \;(H) > A\ (H), lim M — %, (22)

(c) follows from the fact that the expectation is derived P—oo log(P) 2

conditioned on the event®¥y and Fk, (d) holds due Mo ) . . . .
to the fact that conditioned oy, we have); (H) > and = is the maximum achievable multiplexing gain of

" N the underlying half duplex system. (HeRxps(P) is the
KN [1 +0 (\4/ %)] andlog (1 +0 (\/ %)) ~  achievable rate of the proposed scheme for the given power
constraintP.)

Sdet (A) = > (1) ay azny - anr, <
S |a1m, G2my - - @, |, Whereo is the parity function of permutation. Proof: See [14]. [ |



V. SIMULATION RESULTS 121

Figure 2 shows the simulation results for the achievable
rate of ICBS, BNOP matched filtering scheme [1], and the[3]
upper-bound of the capacity based on the uplink Cut-Set
for varying number of relays. The number of transmitting (4
and receiving antennas in the relays, the transmitter, laed t
receiver isM = N = 2, and the SNR i, = P, = 10dB. B!
While both of the schemes demonstrate logarithmic scaling
of rate in terms ofi, we observe that there is a significant [6]
gap between the BNOP scheme and our scheme, reﬂectir[%
the gap ofO(1) in the achievable rate of [1]. On the other
hand, the gap between ICBS and the upper-bound rapidly
approaches zero due to the teﬂh( ) predicted in (8]

Corollary 2.

1
log(K)
[0l

14r

[10]
[11]

[12]

[13]

Capacity (bps/Hz)

[14]

BNOP scheme

— Upper Bound
- - ICBS method
I

[15]

I I I | n !
400 500 600 700 800 1000
Number of Relays

I I I
0 100 200 300 900

[16]

Fig. 2.  Upper-bound of the capacity, ICBS, and BNOP matchiégtifig (17]

Scheme vs. number of relays in parallel MIMO relay network

VI. CONCLUSION

A simple new scheme, Cooperative Beamforming Scheme
(CBS), based on Amplify and Forward (AF) strategy is
introduced in a parallel MIMO relay network. A variant of
CBS, called Incremental Cooperative Beamforming Scheme
(ICBS) is shown to achieve the capacity of parallel MIMO
relay network forK — oo. The scheme is shown to rapidly
approach the upper-bound of the capacity with a gap no

more thanO IO; . As a result, it is shown that the
g(K)

capacity of a parallel MIMO relay network i§'(K)
Hlog (1+£E5E) + 0 (@2‘ in terms of the number

of relays, K. Moreover, it is shown that as the number of
relays increases, the relays in ICBS can operate using much
less power without any performance degradation. Finally,
the proposed scheme is shown to achieve the maximum
multiplexing gain regardless of the number of relays. The
simulation results confirm the validity of the theoretical
arguments.
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