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Abstract

A new forecasting technique called the extended struc-
tural model (ESM) is presented. This technique is derived
from the basic structural model (BSM) by the introduction
of extra parameters that were assumed to be 1 in the BSM.
The ESM model is constructed from the training sequence
using the standard Kalman filter recursions, and then the
extra parameters are estimated to minimize the mean abso-
lute percentage error (MAPE) of the validation sequence.
The model is evaluated by prediction of the total number of
minutes of wireless airtime per month on the Bell Canada
network. The ESM model shows an improvement in MAPE
of the test sequence over both the BSM and seasonal au-
toregressive integrated moving average. The improved pre-
diction can significantly reduce the cost for wireless service
providers, who need to accurately predict future wireless
spectrum requirements.

Keywords: basic structural model; autoregressive inte-
grated moving average; Kalman filter; mean absolute per-
centage error.

1 Introduction

Accurate forecasting is crucial in many organizations
and plays an important role in most decision-making pro-
cesses [1]. Companies rely on the demand predictions to
justify the investment, and to ensure the resources are cor-
rectly allocated [4]. To generate predictions, information
about past events, called “time series data”, is collected.
There are four general pattern types for time series data:
stationary, trend, seasonal, and cyclical [9].

A stationary series is one, whose basic statistical prop-
erties is constant over time. The trend pattern is the long-
term component which represents the growth or decline of
the time series over a long period of time. A seasonal pat-
tern corresponds to a series that repeats every year, while a
cyclical pattern repeats every two, three, or more years.
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A number of naive forecasting techniques use a very sim-
ple model to predict the future values from the past. Some
of these methods simply use the last observed value to pre-
dict the future value [9]. For stationary data, the moving av-
erage model is a suitable forecasting method, which makes
the prediction based on the mean computed from the most
recent data [5]. Exponential smoothing is a simple forecast-
ing method, where the forecast is constructed from an expo-
nentially weighted average of all the past observations [31].
Exponential smoothing model can be used to forecast sta-
tionary data; however, it does not work well for data with
trend and seasonality [31].

Autoregressive integrated moving average (ARIMA)
methods are more advanced models that integrate an au-
toregressive model and a moving average model [24, 37].
This modelling is a very powerful tool that provides accu-
rate forecasts and compared to the previous models does not
assume any particular pattern in time series data. However,
the disadvantage of this model is that it needs a relatively
large amount of data to develop the model. In addition,
there is no easy way to update the parameters as new data
becomes available, because the model has to be completely
refitted.

Another advanced class of methods use the structural
state space models, which captures the observations as a
sum of separate components (such as trend and seasonal-
ity) and can be used to forecast the stationary, trend, sea-
sonal, and cyclical data [22]. This is a very powerful tech-
nique in forecasting that can easily update the parameters
of the model as new data becomes available, which is better
than the ARIMA technique that needs to completely refit
the model.

In this paper, we present a state space model called ex-
tended structural model (ESM) as an extension of the basic
structural model (BSM) [16] to predict the total number of
minutes of airtime per month on the Bell Canada network.
The main objective of this work is to predict the network
load and to justify future allocation of the available spec-
trum. Even a small improvement in the prediction of the

YF]',F.

COMPUTER
SOCIETY

Proceedings of the 4th Annual Communication Networks and Services Research Conference (CNSR’06)
0-7695-2578-4/06 $20.00 © 2006 IEEE



required spectrum can result in a substantial cost saving
for the service provider. Underestimation in the required
spectrum demand results in a network that fail to handle the
load, and overestimation results in unnecessary and waste-
ful spending to acquire the spectrum.

A plot of the data traffic against time easily reveals the
existence of a trend and a seasonal component. Seasonality
component which is equal to 12 months (one year period)
comes from the fact that special occasions like mother’s day
in the month of May will result in an increase in the wire-
less data traffic at the same time every year. Both ARIMA
and state space modelling are able to capture the behavior of
this traffic. Because of the advantages that state space mod-
elling offers over ARIMA, such as capability to update the
parameters as the new data becomes available, state space
modelling has been selected.

To estimate the unknown parameters of the model, max-
imum log-likelihood and minimum mean absolute percent-
age error (MMAPE) criteria are adopted. Kalman filter is
used to compute the log-likelihood function recursively and
optimization techniques are applied to maximize the log-
likelihood function to estimate the underlying parameters.
Table 1 presents the notations used in this paper.

This paper is organized as follows. After the introduction
in Section II, some of the related work is discussed. Section
III describes the data traffic model, and the extended struc-
tural model is described in Section IV. Numerical results
and comparisons are provided in Section V, and paper con-
cludes with summary remarks in Section VI.

2 Related Work

A number of other researchers investigated the problem
of predicting the seasonal time series. Magalhaes et al. pro-
posed an approach to combine three different forecasting
methods to predict the seasonal stream flow time series in
southeast region in Brazil [23]. The three different com-
bined techniques are periodic autoregressive moving aver-
age (PARMA) model and two fuzzy clustering-based fore-
casting models. They are combined by a simple neural net-
work trained with the steepest descent algorithm. The work
provides results for a four-year prediction using 55 years
(660 points) as the training set.

Guang et al. presented a seasonal neural network model
to forecast the seasonal internet traffic of eastern China,
CERNET [8]. This model consists of three layers, input
layer, hidden layer and output layer. The data samples are
divided to different sets such that every set contains one pe-
riod of data and are used to train the neural network using
back propagation technique. The length of the training data
set is 30 days and the calibration period is 10 days, and since
the traffic is collected hourly, the total length of the training
data is 720.

Young presented an unobserved component model that
captures the effect of a vector of exogenous variables
[34,36]. This model is used to restore non-stationary au-
dio signal of a recorded piano sample. The stochastic vary-
ing parameters of the model are described by generalized
random walk process, and the estimation of the parameters
are performed by maximum log-likelihood estimation using
the Kalman filter. The parameter optimization is performed
in the frequency domain. An autoregressive spectrum of
the observation process is estimated to find the linear least
square estimate of the objective function. Kalman filter re-
cursions are performed to restore the signal, where the total
number of the samples were 3000.

ARIMA technique is used to forecast NSFNET internet
traffic, where the traffic is seasonal and non-stationary [7].
A non-stationary series can often be transformed into a sta-
tionary series by subtracting the data from the data in the
previous period. To capture the seasonality, a seasonal form
of ARIMA (p, d, q) technique is used, where p is the order
of the autoregressive part, d is the order of the differenc-
ing and g is the order of the moving average part, respec-
tively. All the data analysis is done by S-PLUS [30] statis-
tical package, where the appropriate values of p and ¢ are
determined by inspecting both autocorrelation and partial
autocorrelation functions. There are three diagnostic tests
described in [2], defined as standardized residuals, autocor-
relation plot of the residuals and goodness of fit statistics.
The training data is from August 1988 through June 1992
and the forecasting is from July 1992 through June 1993.

Hansen and Nelson proposed a neural network model to
forecast revenues of Utah legislative session in 1997 [10].
There are two economic measurements which play signif-
icant role in revenue forecast: the growth rate for nonagri-
cultural employment and the total taxable sales. The first
measurement is a cyclical pattern of variable period, and
the second measurement is a quarterly seasonal pattern. The
prediction is done by using time-delay neural network and
the application of genetic algorithm. The growth rate of
nonagricultural employment measurement has the training
data from 1981-96 and the forecast is performed for a period
of one year. The taxable sale measurement has the training
data from 1978 to 1996 and a prediction of one year.

Tych et al. present a customized package, CRESFOR for
forecasting and signal extraction [32]. This technique was
developed at Lancaster University to forecast up to three
weeks in advance of the hourly telephone calls made to Bar-
claycard place. The model is an enhancement of dynamic
harmonic regression (DHR) model [35]. DHR model is the
extension of the BSM model [11] but is different in regards
of the nature of the unobserved components, their state
space representation and optimization of hyper-parameters.
The training data is over a period of one year 98/99 and the
prediction period is 70 realization points in one week.
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Table 1. Table of notations

Symbol Description
X4 observation of the data traffic
Lt trend component of the data traffic
Y seasonal component of the data traffic
€t measurement noise of the data traffic
o state vector (7 X 1)
H observation matrix (1 X r)
Lo transition matrix (r X )
K state noise coefficient matrix (r X n)
0, state noise vector (n X 1)
Nt noise of the trend component
wt noise of the seasonality component
Ct noise of the trend slope
B trend slope
L likelihood function of the time series X
N total number of observations
X4 mean of the conditional distribution
X X1, Xo, oo, Xy
Vi prediction error of the conditional
distribution
F} variance of V3
a|i_1 MMSE estimate of state oy attime t — 1
(rx1)
Cile—1 covariance matrix of the estimate of o+ at
timet — 1 (r X r)
a MMSE estimate of state oy at time ¢
(rx1)
C,; covariance matrix of the estimate of av at
time ¢t (r X r)
> covariance matrix of the state noise 0
(n xn)
0'727 s a’i s o‘f noise variances
b,c,d,e, f extra parameters defined for the ESM model

Nelson et al. investigated if the neural network is capa-
ble of modelling the data with seasonality [25]. They de-
termined that deseasonalising the data before applying the
neural network model is better than using the data directly.
Later, Prochazka [27] used a neural network to construct a
forecasting method without the need to deseasonalise the
data. To process the data, [27] first applied a wavelet trans-
form and then used the neural network to forecast in the
wavelet domain.

Econometric models which are completely different
from previous models can forecast economic parameters
and are suitable for cyclical data. Since economic data may
exist in both a time series and cross-sectional form (data be-
tween two countries at the same time), we can also combine
these two types of information in the statistical models [17].
There are four basic models: fixed effect model, random
effect model, random coefficient model and coefficients as
functions of exogenous variables [6, 14, 15,18]. These tech-
niques are suitable for applications with short time series
and combined with cross-sectional data. Several other fore-
casting techniques have also been proposed to forecast time
series data [3,12,13,21,28,29].

3 Data Traffic Model
3.1 Time Series Definition

Time series 1is a sequence of observations
X1,Xs9,...,X¢—1,X; of a random process X at dis-
crete time intervals, where an observation at time ¢ is given
by X,. Time series are often described as having trends
and seasonal terms. Each observation X; is defined as
the summation of three components: trend, seasonal, and
measurement noise, and is given as [16]:

Xt = p + 7 + e, (D

where (1 is the trend component at time ¢, -y, is the seasonal
component at time ¢, and ¢; is the measurement noise at
time ¢.

3.2 State Space Model

The observation sequence X1, ..., X; can be described

by a state space model:

Xy =Hay + ¢ 2
(o 27 :<I>at_1 + KGt (3)

The state space model is described in terms of three
matrices H, ® and K. At time ¢, the past observations
of X are encapsulated by a state vector o, and any fu-
ture observations are assumed to be independent of the

past observations, given this state vector. The state vector
1) (r)

is composed of r state variables o; ’,...,; ’, such that
1
o = (ai ), ay))T.

The current state v, is calculated from the previous state
a1 by the state equation (3), where ® is a r X r ma-
trix of the parameters, called the transition matrix, and K
is a r X n matrix, called the state noise coefficient matrix.
The state noise 6; is an n-dimensional zero-mean Gaussian
noise vector with the covariance matrix

> = E{6,0,"} = diag(c?,02,...,02). (4)

The observation X; is calculated from the state vector
a; by the observation equation (2). Here His a 1 x r obser-
vation vector and ¢; is the measurement noise, defined as a
white Gaussian noise with zero mean and variance of 2.

3.3 Basic Structural Model

The time series defined in (1) leads to the simplest (with
fewest state variables) corresponding state space model as
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[16]:

pe =p—1 + Bi—1 + 1
B =Pr—1 + G

s—1 (5
Y= — Z’Yt—j + wy,
j=1
with the state vector defined as
ar = (Hts Bty YVes Voo1s -+ - Vemst1) - (6)

Given the equations in (5) and the state vector in (6),
the corresponding state space matrices ®, K given in (3)
can be derived. In this model, s is the season period, 3; is
the trend slope. The parameters 7, (;, and w; are noise of
the trend component, noise of the trend slope, and noise of
the seasonality component, respectively. These parameters
are mutually uncorrelated white Gaussian random variables
with a zero mean and variances of 0727, ag, and 02,

This is a well-known model in statistical forecasting and
has not been used in the area of telecommunications before.
Our data traffic shows an increasing linear trend with sea-
sonality factor equal to a period of 12 months. This model
is selected by inspection since it can capture the linear trend
and seasonality of the data in a simple way. Other mod-
els with higher degree of the recursive equations and larger
number of states have also been studied; however, there was
not much improvement in the performance, although the
models were more complicated.

3.4 Model Parameter Estimation

The state space model is defined by the equations (2) and
(3) and one needs to estimate some or all of the unknown
parameters H, 5752’ &, and K. To estimate the unknown
parameters, the maximum log-likelihood criterion is used.
The likelihood of a time series X can be decomposed into
the product of the conditional distributions of each X; on

its predecessors, i.e.

N
L=]]P(Xi|X1,Xs,..., Xi 1), (7)

t=1

where N is the total number of observations. Equivalently,
we can also calculate the log-likelihood function as:

N
log L =Y log P(X¢|X1,X,...,X;21).  (8)

t=1

Since the joint distribution of the series X is multivariate
normal, the distribution of any observation X; conditioned
on any other observation must be normal. Noting that the

conditional probability density function P is Gaussian, the
log-likelihood function of the time series X is given by

IOgP(Xt|X1,X2, e »thl) =

1 1 1 —
= —510g27r — *IOgFt — 7(Xt —Xt)Q

2 2F,

1 1 V2
=——log2r — ~log F, — -1
5 log2m — S log Iy oF,’

€))

where X is the mean of the distribution, F} is the vari-
ance, and V; = X; — X, is the prediction error. The log-
likelihood of the series is then given by

N N
N 1 1 V2
logL = ——1log?2 —7§1 F—= L. 10
og 5 log2m 2f:1og t 22, (10)

To compute this log-likelihood function, the X; and F}
must be calculated forallt = 1, ..., N. This is achieved by
a set of recursions, called the Kalman filter recursions.

These recursive computations are divided to two sets of

equations: prediction equations and update equations [19].
From (3), we can derive the prediction equations given as

Ap|t—1 =®a;_;

(11)
Cii1 =®C;_1®" + KEK”,

where a;;_; is the minimum mean square estimate of the
state oy, given all the previous observations at time ¢t — 1.
The corresponding covariance matrix of this estimate is
given by Cyj;_;.

The update equations for the Kalman filter are given as
[16]:

X, :Hat|t71

F, =HC,; H" + o?

C; :Ct\t—l - Ct\t—lHTHCﬂt—l/Ft
a; =ay;_1 + Cy H' (X — Xy) /1,

12)

where a; is the minimum mean square estimate of the cur-
rent state o, at time ¢, and C; is the corresponding covari-
ance matrix of this estimate.

In practice, the recursions are started at ¢ = 1 which
requires the estimator of the state at ¢ = 0, ag and the corre-
sponding error covariance matrix Cgy. It can be shown that
for models that reach a steady state, the state estimates for
large t are unaffected by the initial choice of ag and Cy.
The important advantage of this recursive algorithm is the
fact that a;;_, a; and X, are updated for new available
data without the need to restart the computation for all the
previous data.
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Kalman filter is first used to compute the log-likelihood
function, which must then be maximized to find the un-
known parameters. This is an optimization problem and for
our case, X = diag(o;,02) and o7 include the unknown
variables in log-likelihood function. In this work, we have
implemented optimization techniques such as steepest de-
scent [26], quasi-Newton and simulated annealing [20] to
optimize the log-likelihood function. The implementation
results are similar while steepest descent is a simple method

and obtains the minimum at a fast convergence rate.

4 Extended Structural Model

To improve the performance in traffic prediction, we de-
fine the extended structural model by adding extra degrees
of freedom to the basic structural model in (5). The ex-
tended traffic model is given as

pe =bps—1 4 cBr_1 + e
B¢ =dBi—1 + e(i—1
Gt =fCi—1 (13)

s—1
Y= — Z’yt_j “+ wy.
j=1

The parameter ¢, in the model defined in (13) is changed
from a random variable in the basic structural model in (5)
to a state variable. The extended model also contains ad-
ditional variables b, ¢, d, e, and f. In this model, the state
vector is defined as:

eese1)T (14)

During the training phase, both the basic structural
model parameters ¥ and o2, as well as the extended struc-
tural model parameters b, ¢, d, e, and f must be estimated.
All the data available to build the model (training sequence)
is split into a model training sequence and a model valida-
tion sequence. Note that the model training sequence must
be followed by the model validation sequence.

The algorithm first selects initial values for b, ¢, d, e,
and f. Using these values and the model training se-
quence, the Kalman filter prediction and update equations
in (11) and (12) are utilized to estimate the noise variances
¥ = diag(o;, 02) and o by maximizing the log-likelihood
function (8).

The estimated noise variances are utilized by the model
to predict future values that are compared to the model val-
idation sequence. The quality of the model is calculated
as the mean absolute percentage error (MAPE) between the
predicted values and the model validation sequence. The
values for the extended model parameters b, ¢, d, e, and
f are changed according to an optimization search strategy

oy = (fes By CorVer Vee1s - - -

12.8F | — Observed data
— = Predicted data =

Log wireless traffic

Validation |

112} Training

6 11 16 21 26 31 36 41 46 51 56 61 65
Month

Figure 1. Model training and model validation
sequences for the ESM model

and the entire process is repeated leading to a new set of
parameters and a new value for the MAPE. In this work, the
search follows a steepest descent algorithm; however, other
search techniques could be also used.

The parameters b, c, d, e, and f that resulted in the low-
est MAPE are used by the Kalman filter to build the final
model. However, in this case the entire training sequence,
i.e. both the model training and model validation, is used.
Fig. 1 shows the data sequence of 65 points split up into a
model training sequence with 55 points and a model vali-
dation sequence with 10 points and the entire training algo-
rithm is shown in Fig. 2.

5 Numerical Results and Comparison

The effectiveness of the forecasting models is tested by
predicting the number of airtime minutes per month on the
Bell Canada network. To collect this data, the switch mea-
sures the call times for every call, which are then summed
for a given month. Since there are 12 months in a year and
the traffic follows a yearly seasonal behavior, the seasonal-
ity of the model was selected as 12. Using this data, the per-
formance of the ESM is compared to that of both the BSM
and the X12-ARIMA [33] software. X12-ARIMA is a sea-
sonal ARIMA package designed by US census bureau that
needs at least three complete cycle of data for prediction to
have a small prediction error.

The available data sequence is split into training and test
sequences, where the training sequence is used to build the
models and the test sequence is used to measure the per-
formance of the models. Both the BSM and ARIMA use
the entire training sequence to build the model, while ESM
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{initialization’}
Split the training data into model training and model validation sequences
Select initial values of b, ¢, d, e, and f
minError < oo
{main loop}
while
Train the Kalman filter by the model training sequence using equations (11) and
12)
Maximize the log-likelihood function by steepest descent to find 32 and 062
Use the Kalman filter on the model validation sequence to generate the predictions
Error « MAPE over the model validation sequence between the observed and
predicted data
if Error < minError then
minError «— Error
bopt «— b, Copt < G, dopt —d, €opt < €, fopt — f
end if
if not done
Select new values for b, ¢, d, e, and f
else
break
end if
end while
{final model}
Train the Kalman filter over the model training and model validation sequence using
boptv Copts duptﬂ €opt> fopt
Maximize the log-likelihood function by steepest descent to find 32 and 052

Output the model

Figure 2. Extended structural model training
algorithm

further splits the training sequence into model training and
model validation sequences.

Fig. 3 shows the wireless traffic prediction using X12-
ARIMA, BSM and ESM models compared to the actual
observed values. In Fig. 3(a), the first 55 points (training
sequence) were used to train each model. In the case of
ESM, the training sequence was further divided into first 45
points as the model training sequence followed by 10 points
of model validation sequence. Then, the models were used
to predict points 56 to 65 (test sequence) and absolute per-
centage error between the predictions and the actual obser-
vations was calculated.

Fig. 3(b) shows similar results for 75 points, where the
first 65 points are the training sequence, and the points 66
to 75 are the test sequence. In the case of ESM, the train-
ing sequence was divided into 55 point model training se-
quence and 10 point model validation sequence. Fig. 4
shows the corresponding absolute percentage error of the
different model predictions.

In both of the figures, we see that the ESM model follows

Table 2. mean absolute percentage error and
maximum absolute percentage error for dif-
ferent prediction models

Training | Test [ X12-ARIMA [ BSM [ ESM
mean absolute percentage error
points 1-55 [ points 56-65 | 5.81 % [ 769% | 483 %
points 1-65 [ points 66-75 | 3.70 % [ 767% | 229%
maximum absolute percentage error
points 1-55 [ points 56-65 | 13.27 % [17.82% [ 9.64 %
points 1-65 | points 66-75 | 8.54 % [ 1276 % | 5.02 %

the observed data closer than either the BSM or the X12-
ARIMA models. The improvement of the ESM over the
BSM and the X12-ARIMA is better as the prediction period
increases. We can also observe an improvement of each
model as extra 10 training points are added.

The absolute percentage error results in Fig. 4 are sum-
marized in Table 2. In this table, we report the mean abso-
lute percentage error, which corresponds to the error values
in Fig. 4 averaged over the prediction period. The maxi-
mum absolute percentage error is the maximum error value
reported in Fig. 4. As Table 2 shows, the ESM model has
the smallest value of mean absolute percentage error and
maximum absolute percentage error than that of the BSM
and X12-ARIMA models.

6 Conclusion

We presented prediction model of the total number of
minutes of wireless airtime per month on the Bell Canada
network. The presented model is the new extended struc-
tural model (ESM) that was derived from the basic struc-
tural model (BSM). The presented ESM model has an im-
proved mean absolute percentage error (MAPE) over the
BSM and seasonal ARIMA model. In addition, the maxi-
mum of MAPE is also improved, which ensures a more ac-
curate forecasting for longer period of prediction. The im-
proved prediction can significantly reduce the cost for the
wireless service providers, who need to accurately predict
the future wireless spectrum requirements.
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